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The rise of social media platforms has transformed how we produce, share and consume information. While this re-engineering of our public sphere has enabled unprecedented freedom of speech and new forms of political expression and organization, it has also proven to be vulnerable to manipulation and abuse - particularly during elections. In every democratic election since the 2015 Brexit referendum and the 2016 US presidential election, we have seen an evolution in the tools and tactics of those seeking to manipulate public discourse, as well as in the responses from governments, activists, journalists, and scholars.

An important element of these efforts has been the mobilization of research communities seeking to better understand how the spread of information through our rapidly evolving digital public sphere shapes the character and integrity of our elections. This community, the methods it deploys and the data it uses are in a period of rapid iteration and learning. The objective of the Digital Ecosystem Research Challenge was to support this community in its broad efforts to better understand both the Canadian election and this wider global phenomenon.

The Digital Ecosystem Research Challenge had three core components.

1. First, we held an open competition to select research projects to study the 2019 election. 18 projects were chosen by an international adjudication committee and grants were awarded in July 2019.

2. Second, working with the Digital Democracy Project at the Max Bell School of Public Policy at McGill University, we provided all research teams with access to online and survey data about the Canadian election.

3. Third, we hosted a symposium of challenge winners, policy makers and civil society to discuss their findings, summarized in this report.

This was a unique experiment in research collaboration in real time during an election. Conducting research on large-scale data sets using emerging research methods is challenging. But as we hope this report illuminates, the results are powerful. Below we summarize the initial findings of the 18 projects. Each will be publishing more detailed reports, based on our growing data set and the benefit of longer research timelines.

Ultimately, a more complete understanding of this complex digital ecosystem is required to build resilience to threats posed by increased integration of digital tools into democratic processes. We hope this report provides an initial review of this space.
On Online Harassment and Hate Speech:

Anatoliy Gruzd’s team studied toxic messages directed at political candidates with a particular view to determining whether female candidates received more negative comments online than male candidates. They found:

- Less than 10% of all tweets studied directed at candidates were toxic or insulting.
- The study also found no statistical correlation between the volume of toxic messages and the candidate’s gender.

Heidi Tworek’s team studied how candidates and their staff assessed and responded to negative messages on Twitter. They found:

- About 40 percent of the messages received by candidates on Twitter were categorized as expressing at least “low negativity.”
- While no candidates or staffers said negative online messaging had derailed their campaign, there was a consensus that the volume of negativity online had deleterious effects on Canadian democracy.

Zeinab Farokhi looked at the degree to which anti-Muslim and anti-Liberal Party rhetoric were correlated during the 2019 election. She found:

- The number of tweets linking anti-Muslim sentiment with anti-Liberal messages dramatically escalated as the election approached, before receding again following the election.

On Political Advertisement and Personal Data:

Damon McCoy’s team assessed compliance with Canadian laws regarding transparency in political advertising by analyzing every advertiser listed in Facebook’s Ad Library and linking third-party advertisers to their legal name. They found:

- While all advertisers complied with the rules set out by Elections Canada, several still obfuscated their identity or end goals by using “faux fact check” advertisers, which presented themselves as nonpartisan while advancing a clearly partisan agenda.

Sara Bannerman’s team studied the extent to which voters were aware of how much data political parties collect, and whether that data collection made respondents less likely to speak with party personnel. They found:

- Most respondents were unaware that parties collected data on Canadians’ religion, ethnicity, and political preferences.
- Once made aware of that fact, a majority of respondents said the knowledge made them less likely to talk to party personnel.

Sam Andrey’s team assessed the degree to which political parties used Facebook to target particular voters, and whether Facebook was complying with Canadian laws regarding transparency in political advertising. They found:

- While all parties targeted voters to some extent, such as by age and location, the Liberal Party appeared to make greater use of Facebook’s targeting tools than its competitors.
- Based on the study’s results, Facebook appeared to be complying with the new transparency laws.
Core findings

On Public Opinion and Political Participation:

Fenwick McKelvey’s team tracked the effect of memes on the 2019 election. They found:
- Two distinct canons of memes: anti-Trudeau memes and pro-Liberal/NDP memes.
- The most common themes in memes shared during the election involved attacks on Justin Trudeau’s character, but these memes had limited spread, and especially since Trudeau remained Prime Minister after the election, they did not make a major difference in the election result.

Sabrina Wilkinson studied the political use of Instagram during the election. She found:
- While Canadians engaged with politics on Instagram for a wide variety of reasons, their interactions tended to be with others inside a pre-existing social circle, rather than with professional accounts, such as those run by political parties and candidates or third-party political organizations.

Jean-François Daoust and Frédérick Bastien studied how source and presentation affected voters’ perception of the reliability of data they saw online. They found:
- The source of the data (whether a trusted news organization or an ordinary citizen) made little difference to how reliable respondents considered a pre-election poll.
- Additionally, when included, methodological information and the graphical presentation of the poll’s margin of error did little to change respondents’ perceptions of the poll’s reliability.

On The Flow of Misinformation and Disinformation:

Greg Elmer’s team explored how content and themes that originated on obscure, far-right corners of the internet became insinuated into mainstream political discourse. They found:
- The alt-right used site-specific strategies, such as Rebel Media’s practice of using YouTube’s narrative vlog style to create “micro-celebrities,” to help recruit new members and reinforce the beliefs of those already engaged with these fringe communities.

Megan Boler’s team examined the “deep stories” and feelings animating voters’ online interactions during the 2019 election. They found:
- Anger and perceptions of hypocrisy in relation to revelation of Scheer’s American citizenship were shared across political spectrum regardless of party or partisan differences.
- Deep stories animating political perspectives regarding racial and national belonging in each sector of the Canadian political spectrum were less visible within election debates per se than they were within the context of debates regarding Wexit and the firing of Don Cherry, shortly following the 2019 election.

Joan Donovan’s team tracked the spread of disinformation and media manipulation campaigns. They found:
- Several such campaigns were identified and their tactics analyzed. Some of these campaigns, such as a website that promoted false stories about Prime Minister Justin Trudeau’s time as a teacher, provoked responses from mainstream media.
- Ultimately, the study did not find any disinformation or media manipulation campaigns that succeeded in affecting the integrity of the 2019 election.
Core findings

On Issue Framing and Agenda Setting

Shelley Boulianne’s team studied the ways in which political partisans discussed climate change during the election. They found:
- There were significant differences in concern for climate change and environmental issues across party lines.
- While a majority of Canadians showed significant levels of concern for the environment, such issues were of low priority for Conservative Party supporters.

Jean-François Savard’s team looked at the frequency with which the five major parties tweeted about Indigenous issues. They found:
- NDP candidates tweeted the most about these issues, followed by the Green Party and the Liberals.
- Candidates running in urban areas tweeted more frequently about Indigenous issues, and the most common topics were reconciliation and environmental issues, including access to clean drinking water.

Kelsey Leonard’s team analysed issues discussed by Indigenous peoples in the lead-up to the election. They found:
- Prominent in these discussions were issues like access to clean drinking water in Indigenous communities and accusations of “ethnic fraud” perpetrated by candidates who claimed Indigenous ancestry without any evidence.

James Walsh’s team examined discussions of migration. They found:
- In comparison with headlines in traditional, mainstream media outlets, Twitter posts were significantly more negative. The most common theme present in Twitter posts was of the risk supposedly posed by immigrants coming to Canada.
- Posts portraying immigration in a positive light were about as likely as negative posts to receive likes, but less likely to be retweeted.

Mireille Lalancette and Tania Gosselin explored the moral rhetoric advanced by political parties and the degree to which that was reflected in citizens’ party preferences. They found:
- While ordinary citizens were less likely to describe their voting decisions in moral terms, politicians frequently used the rhetoric of moral values, including a strong focus on loyalty and authority from right-wing leaders Andrew Scheer and Maxime Bernier.
n October 21, 2019, Canadians went to the polls to elect the 338 Members of Parliament that represent them in the House of Commons. This election cycle was shaped by digitally mediated transformations in the way citizens, political candidates, advocacy groups and other political actors relate to one another. In the context of elections, digital media can present valuable opportunities to increase communication and participation as well as to shine light on topics that might otherwise be overlooked by traditional media or major political parties. At the same time, citizens, journalism organizations, political parties, and governments must be equipped to protect themselves against potential threats posed by digital media including, for example, the proliferation of false information online and the misuse of citizens’ personal data.

The digital ecosystem is the collection of various digital tools and systems, as well as the actors which create, interact with, use, and remake those tools and systems. This complex ecosystem involves a diversity of actors and networks interacting across a variety of channels and platforms, each with their own interests. The notion of an ecosystem underscores the importance of considering these interactions. Ultimately, a more complete understanding of this complex ecosystem is required to build digital literacy and resilience to threats posed by increased integration of digital tools into democratic processes.

While the digital plays an increasingly important role in how we communicate, learn, organize and campaign during election, challenges to studying the impacts of digital media on elections have led to gaps in our understanding. As individuals navigate the Internet they leave traces of their behaviours and preferences - called trace data. This data is collected by the digital platforms and tools used in everyday life such as social media and search engines. But accessing this data is expensive and requires technical skill. Since the data as well as the tools for collecting and analyzing the data are often proprietary, large-scale research is difficult to undertake and replicate. A high level of technical skill is required to make sense of the extremely opaque information systems in which this data is created and maintained. Furthermore, it is technically difficult to keep up with rapid innovations in digital media. There is also a lack of coordination among civil society and academia which leads to duplication and inefficiency in the work that has been done. This in turn limits the extent to which new research can be quickly applied in order to increase civic and digital literacy among citizens. The Digital Ecosystem Research Challenge addresses these challenges by providing researchers and civil society the opportunity to communicate and collaborate on research to break down silos.

Regulatory context

The Canadian Government took steps in advance of the 2019 election to promote electoral integrity. These measures included the Plan to Safeguard Canada’s 2019 Election, which rests on four pillars: foreign interference, institutional capacity, responsibility of social media companies and equipping citizens (Government of Canada, 2019). The Government also increased resources to the RCMP Foreign Actor Interference Investigation team, established the Security Intelligence Threats to Elections (SITE) Taskforce, committed $7 million to increase digital literacy among Canadians and set up a Critical Election Incident Public Protocol (Government of Canada, 2019). Legislative changes to the Canada Elections Act (CEA), specifically on spending by third parties, voter registration and access, political financing, and the protection of personal information were also key measures adopted by the Government (Government of Canada, 2019). These government initiatives were adopted in a political climate in which foreign interference in the 2019 election was judged “very likely” by Canada’s Communication Security Establishment (Communication Security Establishment, 2018).

While the Government’s 2019 plan and its updates to the Elections Act demonstrate a commitment to tackling digital threats to election integrity, challenges remain. The law lacks necessary clarity in certain areas and leaves open the possibility that actors could exploit technologies to skirt the law (Reepschlager & Dubois, 2019).
Increasing digital literacy through research

The first step to digital literacy and to data-driven policy making is understanding the nature of our political information ecosystem. Continued research in this space is critical to address profound gaps in knowledge and provide nuance to current generalised statements in the discourse. Research specific to the Canadian context is essential because digital ecosystems differ by country. Mapping the Canadian ecosystem requires trained researchers to ensure reliability and validity and to avoid bias. To develop effective tools for tackling threats posed by the transforming digital ecosystem, civic literacy initiatives and citizens require an understanding of the information ecosystem in which they are expected to collect and evaluate political information.

This report highlights projects which build from academic work on digital ecosystems in the electoral context to identify current successes and barriers, opportunities for public policy and civil society, and areas for additional research and collaboration. These projects collaborated to analyze a large scale dataset collected from social media, online news, web, and survey data. The data and methods are further described in the next section and over the coming months we will be making available a series of online appendices which further detail methodological approaches.

Reading the report

This report looks at 18 research projects from across Canada focused on five themes to develop a broader understanding of Canada’s digital media ecosystem:

- Online political advertisements;
- Online harassment and hate speech;
- Public opinion and political participation;
- The flow of disinformation and misinformation; and
- Issue framing and agenda-setting.

The report is designed so you can easily read any of these five sections on its own or in any order you like. For each section you will find an introductory page which reviews some of the most relevant academic literature in the area in order to set the scene for the subsequent project reports. Notably, each area could easily be its own detailed and lengthy report. We endeavour here to offer highlights and encourage readers to contact corresponding authors for each project in order to delve deeper.

All 18 projects outline the key questions asked, the way the study was conducted, initial findings, impacts on the election, and suggestions for next steps both for researchers and policy makers.

1 Note, one project will be available in an updated online version of the report only. It will be available in early spring 2020.
During the elections, our focus was on collecting data from four platforms: Twitter, Crowdtangle (Facebook and Instagram), Reddit, and traditional news.

**Twitter**

Twitter data was collected from August 1 to November 30, 2019. The objective of the Twitter data collection effort was to capture all major party candidates, major news organizations, as many Canadian journalists as possible, and a broad swath of the public conversation. Journalists and media organizations were identified using an iterative approach that began with a core seed list of all Members of Parliament, the Twitter handles of all declared candidates, and approximately 300 journalists, academics and news outlets validated by a Canadian politics media expert. Additional accounts were added throughout the election based on frequency of posting on Canadian-election related themes, and mentions to and from existing tracked accounts. This algorithm yielded approximately 5000 likely accounts of interest, each of which was reviewed manually for Canadian politics relevance and then tracked. This yielded a total of 3889 explicitly tracked accounts, of which 830 were journalists, 272 were official accounts of news outlets, 1280 were candidates of major parties or official party accounts, and 1507 were third-parties (a broad category including provincial politicians of note, registered third-party advocacy groups, academics, and public users of Twitter with many followers).

To supplement this elite-oriented collection effort, we gathered a list of Canadian politics hashtags. We used a similarly iterative strategy and began with a list of 33 well known Canadian politics seed hashtags. This list was expanded in an iterative manner based on hashtag co-occurrence and frequency of use by our existing tracked users on a weekly basis throughout the entire campaign. 1854 hashtags were identified in this manner, and then manually reviewed to identify their Canadian politics relevance. This yielded a list of 552 hashtags that were used for Canadian politics discussion in the pre-election or writ periods. In total, these methods collected about 19 million tweets.

Additionally, we were planning on using PowerTrack to obtain a more complete Twitter dataset but this process was delayed due to the complicated nature of the vetting procedure. We hope to receive this dataset in the coming month. We are also in the process of collecting the 3000 most recent tweets of all accounts that posted during the elections, but this will take many months. In addition, we have a time series network dataset of followers for each candidate and politics journalist tracked, except Justin Trudeau who was only scraped once. Finally, we have collected a time series of Twitter’s trending hashtags.

We have been sharing Twitter data with grantees during and after the elections by responding to requests for tweets matching specific criterias such as hashtags, authors, or textual content. Per Twitter’s terms and conditions, we have been limited to sharing data by means of lists of tweet IDs, which can then be used to fetch the data from Twitter (we provide the code for this).

**CrowdTangle**

Facebook and Instagram data was sourced from CrowdTangle, a social media analytics tool owned by Facebook. CrowdTangle tracks posts on Facebook and Instagram, made on public accounts, pages or groups. The tool does not track every public account and does not track private profiles or groups, so this data is not perfectly representative of performance across the entire platform. CrowdTangle also does not track posts made visible only to specific groups of followers.

Throughout the election we iteratively added Facebook and Instagram pages, groups and accounts to follow based on keyword and manual searches by a paid research assistant. In total, we collected detailed information on 1,575 Canadian politics pages and groups on Facebook and 719 accounts on Instagram. For these groups, we scanned them at regular intervals so as to track the growth of posts and associated reactions. As an additional supplement these data, we searched for all political links shared on Twitter and in the general Facebook and Instagram collection effort and then used the CrowdTangle API and added these posts and their associated groups to our dataset. This dataset can be shared without restrictions.
Reddit
We collected 128,412 submissions from 181 Canadian subreddits. This collection has likely missed some comments that were deleted before our scripts managed to find them. This data can be augmented using PushShift as appropriate. We have also collected posting history for submission authors found in our dataset. This dataset can be shared without restrictions.

News
We scraped all news articles we found in our Twitter dataset and extracted their content using a combination of Newspaper3k and custom code. We also collected RSS feeds of as many news outlets as we were able to and used the same extraction mechanism to get the contents. As a result, we successfully extracted 334,447 articles using the first method and 81,703 articles with the second. This dataset can be shared without restrictions.

Press Releases
We collected a dataset of 475 articles on party websites (title, date, and body). The per-party article counts are shown below. This dataset can be shared without restrictions.

Survey and metered data
We collected survey data over nine waves from 14,554 Canadian citizens 18 years and older using the sample provider Qualtrics. The fielding dates are found below:

- Wave 1: July 24 - August 7
- Wave 2: August 17 - August 23
- Wave 3: August 28 - September 5
- Wave 4: September 11 - September 16
- Wave 5: September 19 - September 24
- Wave 6: September 27 - October 3
- Wave 7: October 4 - October 13
- Wave 8: October 14 - October 20
- Wave 9: October 24 - November 4

Quotas were set for sample collection so that each wave was nationally representative by region, gender, language and age according to the 2016 Canadian census. Data was weighted within reach region of Canada by age and gender, as well. We used an iterative proportional fitting algorithm for our weighting procedure with a minimum weight of 0.25 (N=21) and a maximum weight of 2.98 (N=1).

Survey respondents were asked questions related to basic demographics, as well as their partisan, ideological and issue preferences. They were also asked to report their exposure to the news media in the previous week. Occasionally they were exposed to randomized experiments - the nature of which varied wave to wave. The median completion time was 25 minutes. The survey instruments are available upon request. We present 90% confidence intervals with our figures.

We supplemented our survey data with an unrepresentative sample of 754 respondents provided by Qualtrics for whom we tracked online activity for a period of four weeks through the campaign period (Sept. 19 - Oct. 20). This allowed us to observe online news consumption for this set of respondents.
Political Advertisement and Personal Data
What you need to know

As the Internet has become embedded in daily life, political actors have turned to social media, search engines, and other online platforms for political advertisement. These newer media are seen by many voters as primary sources of information (Owen, 2014). Making use of social media platforms, candidates can reach very large audiences (Spénkuch & Toniatti, 2018) and can communicate directly with electors (Iyengar, 2011).

Microtargeting is a specific marketing technique that political parties are increasingly using. Companies like Facebook and Twitter can offer advertisers the opportunity to select very specific and narrow audiences for their advertisements. This can be based on location, language, age, gender, interests, and more. When using these platforms people offer up much of this personal information which is stored as data about them. Political parties also keep track of personal data, including the issues a person cares about and their likelihood of voting for or donating to a political party. Keeping track of voter information is nothing new, of course, but the scale and speed is increasing as digital tools are integrated into campaigns.

Political campaigns are using that information to target voters with specific messages based on their profile (Owen, 2014). Microtargeting could help ensure people receive messages that matter to them. But it can also mean that different people receive contradictory information. Furthermore, the personal data required for microtargeting is often sensitive and it is unclear how safely it is stored, whether it is correct, and how individuals might learn about or change the data their political representatives hold about them.

What we still don’t know

- How much, and what, personal information is collected by political parties? How do they make use of it? This is opaque because political parties are not subject to the same privacy laws as companies and because political parties will want to keep their strategies secret from their competitors.
- Although several researchers agree that online political advertisements influence voters' perception of candidates during an election (Lee Kaid et al., 2007), more needs to be done to understand how these negative and positive ads influence political participation.
- New online advertising rules were introduced ahead of the 2019 federal election to require the creation of advertisement repositories on large enough websites and platforms. How are platforms, advertisers, and citizens responding?

What you’ll learn from the projects

- On Facebook, even though advertisers complied with the letter of new rules, they still tried to hide their activities, using tactics like identity obfuscation, microtargeting, and faux-fact-checking (McCoy, et al.). PAGE 16
- Using personal information to microtarget on Facebook was a common tool that all major political parties were using but the frequency varied by riding (Andrey, et al.). PAGE 20
- Canadians are largely unaware that their personal information is collected and used by political entities. But once aware, collection of personal information by political parties affects the will of voters to be involved with party personnel during campaign period (Bannerman, et al.). PAGE 24
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What we wanted to know

New rules were introduced ahead of the 2019 Federal Election to help make online political advertising more transparent. But some actors may try to subvert those rules. Focusing on social media and advertising during the 2019 Federal Election, this study identified new types of inauthentic political advertising activity on Facebook and documented them for further research into mitigation strategies.

We focused our attention on political advertising on Facebook to answer the following research questions:

- How well did Facebook political advertisers’ comply with rules set forth by Elections Canada ("Third Party Database", n.d.), which require ads and the money spent on them be traceable to Canadian legal entities registered with Elections Canada?
- What techniques were used by advertisers to obfuscate their advertising activity? We attempted to identify different types of activity which might be intended to mislead users or auditors, in particular:
  - Organizations using a variety of identities to reinforce a single message or distance themselves from a certain message.
  - Advertisers microtargeting different messages to different audiences, particularly based on gender, age, geolocation and language.
  - Partisan advertising masquerading as unbiased factual reporting.

How we did it

- Retrieved all Canadian political ads and Facebook pages active between Sept 11th and Oct 21st 2019.
- The Facebook-provided Ad Library included 2,681 pages, which ran 45,633 ads which were active during the election period. Facebook also provided a range of spending for each ad along with impressions per age-group, gender and province for the ads.
- Manually categorized Facebook pages into political party/candidate or third-party.
- Mapped third-party Facebook pages to their legal names as registered with Elections Canada ("Third Party Database", n.d.).
- Manually reviewed ads for activity which might have violated electoral law or the spirit of the law (Canada Elections Act, 2019; "New Registry Requirements for Political Ads on Online Platforms", n.d.).
- Assessed the prevalence of such activity across advertisers and their ads.
Key terms and what they mean

**Advertiser Facebook Page**
All advertisers have a Facebook page, which is their identity on the platform. It comes along with a web page to allow users to interact with the advertiser directly. Although uncommon, advertisers may have more than one Facebook page.

**Ad Sponsor**
Simple text supplied by the advertiser which discloses the entity paying for the ad. This is in addition to information about the Facebook page an ad is run from.

**Registered Third Party**
A legal entity which has registered with Elections Canada to run partisan ads during the election or pre-election period, or issues-based ads during the election period.

**Inauthentic advertising activity**
For political ads specifically, ads which attempt to misrepresent the source of the ad, use demonstrably false content, conflicting messaging based on microtargeting, or hide the advertiser’s partisan lean. This definition of inauthentic activity is based on Facebook’s definition of inauthentic behavior (“Community Standards,” n.d.).

**Fact Check Ad**
An ad which claims to be providing impartial factual rebuttals to political speech or ads.

**Microtargeting**
An online advertising technique of showing an ad exclusively to a certain group. In this case, we focus on demographic groups based on age, gender, and location. Other factors like ethnicity, personal interests, or partisan lean were not available in the data.

What we found

**Overall Compliance with rules:** All major political advertisers listed in the Facebook Ad Library complied with the rules set forth by Elections Canada. Figure 1 outlines national spend estimates by parties and candidates for those parties alongside the total third party spend in the election period. Of third party advertisers, Elections Canada was the largest, while the top three partisan advertisers—those directly campaigning for or against a candidate or party—were “Canada Proud,” “Proud To Be Canadian,” and “Fire Fighters for Canada.”

**Identity Obfuscation:** There were groups of third parties, such as “Canada Strong and Proud,” which have affiliates and whose level of collaboration and coordination are unclear (Paas-Lang, 2019). This leaves open the possibility that advertisers amplified one message by giving it multiple supporting voices with smaller spend footprints, which may not be separate in reality. “Proud To Be Canadian,” our second-largest partisan advertiser, was part of this network.

Figure 1. Party & Advertiser Type: Estimated spend by Parties and Candidates.
**What we found**

**Microtargeting:** Based on the impression data provided by Facebook, it was clear that microtargeting was used for practically every ad. While this practice is not inherently inauthentic, it can be abused, as has been the case in other elections (Ribeiro et al., 2019). An example of undesirable inauthentic microtargeting, which was reported on by the Canadian press, was a Chinese language attack ad paid for by the Conservative Party of Canada (Boynton, 2019; Slaughter, 2019). Figure 2 contains an image of this ad and its targeting. The ad was notable in that it was only run in Chinese, unlike other ads, which were multilingual, and that it was not published using the party’s primary Facebook page alongside other Chinese ads.

A positive benefit of microtargeting was that Elections Canada focused spending on raising voter awareness in demographics with historically low voter turnout. Most partisan advertisers also used microtargeting to concentrate different messages on different demographics or geographic regions.

**Figure 2.** Conservative Party Chinese language page ad. Translation of ad text:
“Trudeau previously legalized marijuana, now he intends to legalize hard drugs!”

This ad was removed for violating Facebook’s policies on images of drug usage.

**Faux Fact Checks:** Another notable strategy we saw deployed for the election was what we refer to as “Faux Fact Check” ads. We found two different Facebook pages with the phrase “fact check” in the page title. However, these ads appeared to be from partisan sources and promoted negative messages about their political opponents. The first page, “Election Fact Check,” clearly disclosed that it was sponsored by the Conservative Party of Canada. The other, which attacked the Conservatives, stated that it was sponsored by “Canada Fact Check,” providing a link to an associated website and the political consultant running the campaign, obfuscating the source of funding. An ad from this page is pictured in Figure 3. We also found ads from North99 that solicited donations for a “fact check” website. That site, conservativeplan.ca, also appeared to be partisan. We believe this is the first study to uncover the systematic use of ‘Faux Fact Check’ ads on Facebook.
As expected in online advertising, ads appeared to be targeted based on user data. We documented targeting based on age, gender, and location, but the extent of user data is far greater, meaning political advertisers could target messages to small groups of people without the need for dog whistles or awareness of those messages outside of targeted communities.

"Fact checks" which were meant to combat misinformation and disinformation online were incorporated into the misinformation they were meant to address. The co-opting of this term to obfuscate partisan political messaging was a newly documented pattern of inauthentic activity during the election.

Advertisers used different identities to amplify or distance themselves from certain messages they funded. Advertisers were able to project that an opinion was more widely believed than it was or run ads they didn’t want to be directly affiliated with by using multiple Facebook pages with different names or languages.

The above findings are limited by the scope of data provided by Facebook about political ads. We did not receive targeting criteria with ads, and could only infer some coarse grained factors based on impression information. Further, funding entities for Facebook ads are advertiser-provided with no obvious verification, which could lead to potentially incomplete data in our analyses. The data also do not provide the universe of ads Facebook deemed non-political, which possibly contained inauthentic activity that could not be identified.

Elections Canada should explore the feasibility of deeming the term ‘fact check’ journalistic and bound by the same ethical rules that news organizations must follow when used in the context of political ads.

Require all ads on each platform along with the advertiser name to be catalogued by ad sponsors registered with Elections Canada. The catalogue should be accessible publicly with real time data.

Require more detailed targeting and impression information for political ads. This would include which ridings were targeted (or equivalent) and all targeting information which is not personally identifying (for example: Facebook identified interests/income level/marital status, etc.).

Future Work: Detailed assessment of paid and unpaid political content by political actors on other platforms, particularly Youtube, WeChat, TikTok, Twitter, Reddit, Snapchat, and Instagram, for the same patterns of activity we saw in the Facebook dataset.

Analysis of fine-grained geo-targeting. Our current dataset was limited to provincial-level data, which prevented us from understanding the different ways parties targeted voters in different ridings.
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What we wanted to know

Political advertising in federal election campaigns has increasingly shifted from television and radio to online platforms, from 86% of advertising spending by political parties in 2011 to 76% in 2015 (Elections Canada, 2011/2015). After Google withdrew from political advertising for the 2019 election campaign, Facebook served as the election’s primary online advertising platform (Delacourt, 2019; Maher, 2019). Six in ten Canadian adults report using Facebook News Feed with 36% checking it every day — more than any non-Google platform (Ryerson Leadership Lab, 2019). This study sought to investigate:

- The effectiveness and compliance of Facebook with Canada’s new political advertising law. Specifically, it sought to determine the demographics of voters being targeted, as well as the methods and messages used to target them.
- How Canadian political and third parties used Facebook advertising during the 2019 campaign.

How we did it

- 305 Canadians were recruited without incentive from an online research panel to install the Who Targets Me web browser extension.
- Participants provided demographic information (postal code, age, gender, political spectrum, etc.).
- The extension collected 8,142 advertisements from participants’ Facebook News Feed from October 14-21, 2019 along with targeting method where available (see next section).

Key terms and what they mean

- Facebook advertisement: Paid posts of text, images and/or videos that appear in a Facebook News Feed alongside other non-paid posts.

- Political advertisement: Advertisements from political entities (parties, party leaders, candidates and third parties) that promote or oppose a party or a candidate, or that take a position on political or electoral issues.

- Political advertisement law: Amendments to the Canada Elections Act made in 2018 added new requirements for online platforms selling political advertisements to publish a registry of all political advertisements with information about who authorized the advertisement.
Key terms and what they mean

**Targeting method**

Facebook provides four broad methods (which can also be combined) to target advertisements to specific audiences:

- **Demographics** such as location, age, gender, language and/or education level provided by Facebook users.
- **Interest** through the pages and/or advertisements that users interact with (e.g., leader/party pages, the environment, business, etc.).
- **Custom audience** of specific users created by matching uploaded personal information (e.g., name, email, phone number, postal code) with Facebook’s user data.
- **Lookalike audience** through which Facebook identifies the attributes and/or interests of a custom audience and delivers the advertisement to a new audience that is similar.

**What we found**

In the week leading up to the election, approximately 13% (n=1,085) of the 8,142 Facebook advertisements observed were political (see Figure 1).

This overall picture masks considerable variation in political advertising by riding. A minimum of 20 advertisements were observed in 71 of 338 ridings. Figure 2 shows the percentage of total advertisements that were political in these 71 ridings. In eight (11%) of those 71 ridings, there were no political advertisements observed. In comparison, in the five ridings with the highest percentage of political advertisements, between 50% and 96% of advertisements were political (see Figure 3). All five ridings were closely contested by multiple political parties. For example, in the swing riding of Drummond in the province of Quebec, the 29 political advertisements were from five different political parties.

**Figure 1.** Political advertisements as a percentage of all Facebook advertisements by date

**Figure 2.** Distribution of federal ridings by percentage of total Facebook advertisements that were political

**Figure 3.** Advertisement breakdown of top five targeted ridings
What we found

The political parties deployed a variety of advertisement targeting methods to reach voters (see Figure 4). Just under half of the Liberal Party’s advertisements (20 out of 41 advertisements) targeted specific voters, either those that visited the party’s websites or lookalike audiences. The remaining half were targeted only by location. In comparison, the Conservative Party (4 of 29 advertisements) and the NDP (1 of 4 advertisements) targeted specific voters less often. Most of these advertisements targeted location or a combination of location and age range. None of the other political parties or major third parties were observed using custom or lookalike audiences, instead they were focusing primarily on location, age and interest.

This analysis is the first in Canada to review how political entities are using Facebook’s targeting tools. This study is also the first attempt to better understand the impact of advertising in targeted ridings has on the frequency of political advertisements displayed on Facebook.

Figure 4. Targeting methods used by political parties and their leaders

<table>
<thead>
<tr>
<th>Political Party</th>
<th>Total Advertisements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liberal Party</td>
<td><strong>103</strong></td>
</tr>
<tr>
<td>Conservatives</td>
<td><strong>75</strong></td>
</tr>
<tr>
<td>NDP</td>
<td><strong>17</strong></td>
</tr>
<tr>
<td>Bloc Québécois</td>
<td><strong>6</strong></td>
</tr>
<tr>
<td>Green</td>
<td><strong>0</strong></td>
</tr>
</tbody>
</table>

Advertisement Targeting Methods:
- No targeting (only > age of 18 in Canada)
- Location targeting
- Age range targeting
- Interest targeting
- Website visitor targeting
- Custom audience
- Lookalike audience
- Targeting info not available
Political entities use targeting options on Facebook differently from one riding to the next. For example, in this study 62% of the advertisements from the riding of Victoria (BC) were political compared to none in the neighbouring riding of Chilliwack—Hope (Figure 3).

The Liberal, Conservative and NDP parties all used the personal information of voters to target Facebook advertisements. The Liberal Party deployed more precise targeted advertisements than the other parties. Further investigation is needed to determine whether this provides an explanation for the much smaller average advertisement cost that the Liberal Party ran compared to the other parties (Andrey & Bardeesy, 2019; Owen et al., 2019).

Based on the data collected, Facebook complied with Canada’s political advertisement law contributing to greater transparency. The study did not collect any advertisements from registered political entities that were not included in Facebook’s registry, nor were any advertisements from political parties identified during the advertising blackout period required by the Canada Elections Act.

The data presented is derived from participants using Facebook News Feed on Google Chrome or Mozilla Firefox. The data collected certainly did not encompass all the election’s political advertisements, and political entities may have deployed different advertising methods on mobile devices or on Facebook’s other platforms such as Instagram.

What’s next

1. Expand legal transparency requirements: Facebook voluntarily posted more details in its political advertising registry than required by law, providing each advertisement’s approximate cost and total number of times the advertisement was viewed. To facilitate greater transparency, these steps should be legal requirements. In addition, each advertisement’s targeting method(s) should be included in the advertising registry, including reporting location targeting criteria at a riding or postal code level.

2. Ban the use of personal information without consent to target online advertisements: Federal privacy laws do not apply to Canada’s political parties, and Elections Canada is required to provide registered parties and candidates with voters’ names and addresses to facilitate communication. This enables parties and candidates to micro-target online advertisements to specific lists of voters without their consent. This practice not only risks undermining public trust in voter registration but is inconsistent with Canadians’ expectations — in fact, 63% of Canadians support banning targeted online advertisements during elections altogether (Ryerson Leadership Lab, 2019).

3. Continue research and engagement on the impact of online advertisements: This project did not seek to understand the impact of advertisements on voting behaviour. It remains an open question how impactful they are in doing so and the role of public or platform policy in preventing disinformation through paid advertisements.
Political Parties and Data Privacy

What we wanted to know

The political power of data has attracted a lot of attention in the news media recently. Questions have been raised regarding how political parties are collecting and using personal information. To date, however, little research has been done to explore federal political parties’ collection and use of electors’ personal information, and the effects on political trust and willingness to interact with political parties during elections. To fill this lacuna, our project sought to answer three questions:

- Are Canadians aware that federal political parties collect their personal information?
- Do parties’ privacy policies affect electors’ willingness to speak with party campaign personnel?
- Does awareness of parties’ collection of personal information make a difference in electors’ willingness to speak with party campaign personnel?

How we did it

- Survey data of **1,594 Canadians** age 18 and over was collected from September 19 to 24, 2019.
- Questions were asked about their knowledge of federal political parties’ collection of personal information, and about whether collection of this information or a party’s stance on privacy affected their willingness to engage with party campaign personnel.
- Data analysis: To analyze the data presented in this report we use descriptive statistics. In other analyses of the data we also employ regression analysis.

Key terms and what they mean

**Personal information/data**

In Canada, under the Personal Information Protection and Electronic Documents Act, “personal information” includes any factual or subjective information, recorded or not, about an identifiable individual. This includes information in any form, such as: age; name; income; identification numbers; ethnicity; opinions; evaluations; disciplinary actions; credit records; loan records; and other information.

**Personal data**

The predominant term for “personal information” in the European Union. It is defined broadly in the General Data Protection Regulation as “any information relating to an identified or identifiable natural person” (ch. 1, s. 4(1)).

**Privacy**

“The quality or state of being apart from company or observation” (Merriam Webster, n.d.).

**Privacy law**

The legal regulation of the collection, use, and storage of personal data which can be used to identify individuals by governments or private parties.

**PIPEDA**

Personal Information Protection and Electronic Documents Act is the Canadian federal law governing how private sector organizations may collect, use, and disclose personal data in the course of commercial activity; it does not currently apply to federal political parties.
What we found

Many respondents were not aware of the extent to which political parties collect personal data. Respondent knowledge varied by type of information. Notably, respondents were most likely to report knowing that parties collect names (n=999; 63%), contact information (n=914; 57%), and gender (n=822; 52%). Most respondents did not know, however, that political parties may also collect and use information about political views (only n=526; 33% knew), ethnicity (only n=522; 33% knew), and religion (only n=393; 25% knew).

After being informed that federal parties may collect such personal data, 51% of respondents indicated that they were "somewhat" (n=430; 27%) or "very" (n=386; 24%) unlikely to speak with party campaign personnel. Thirty-two percent of those surveyed said they would be "somewhat" (n=366; 23%) or "very" (n=150; 9%) likely to speak to campaign personnel. Sixteen percent did not know or preferred not to say.
Finally, we informed respondents that “[f]ederal privacy law does NOT currently apply to federal political parties. Parties have different privacy policies. Some parties believe that federal privacy laws should apply to federal political parties while others think they should be exempt.” The survey then asked whether “a party’s stance on privacy make[s] a difference” in willingness to speak with party personnel. A majority of respondents (55%) indicated that a party’s stance on privacy did alter their willingness to engage with campaign personnel: 16% (n=258) said it made a “major difference;” 25% (n=400) said it made a “moderate difference;” and 13% (n=214) reported that it made a “minor difference.” In contrast, 27% (n=435) of respondents indicated that privacy policies made “no difference” in their willingness to engage with campaign personnel. Eighteen percent (n=287) said they did not know or preferred not to say.

Awareness of political party data collection practices

- 55% indicated that a party’s stance on privacy did alter their willingness to engage with campaign personnel
- 27% indicated that privacy policies made “no difference” in their willingness to engage with campaign personnel
- 18% Eighteen percent said they did not know or preferred not to say
Many Canadians are not aware that federal political parties collect their personal data; awareness of federal parties’ collection of personal information may discourage some electors from engaging with party personnel during elections; Parties’ stances on privacy are an important consideration in Canadians’ willingness to engage with party personnel; Appropriate data practices and privacy policies are needed in Canada to support and reinforce Canadians’ confidence in party institutions and democratic engagement. While we did not directly ask whether extending privacy law to political parties would improve voters’ trust in, and opinions of, parties, many respondents reported that their willingness to engage with party personnel was affected after learning about the extent to which parties may collect electors’ personal data. Knowing that parties may collect their personal information, a majority of respondents report being unlikely (“very” or “somewhat”) to engage with campaign personnel. Consequently, the ways in which political parties collect and use data may have important implications for privacy governance and democratic engagement in Canada.

What’s next

1 Federal privacy laws should be extended to apply to federal political parties. The question of whether the Personal Information Protection and Electronic Documents Act (PIPEDA) should be amended to apply to federal parties, or whether legislation should be enacted that is specific to political parties should be subject to further research.

2 In addition to the federal extension of privacy laws, we recommend that all provinces (except for BC, which has enacted such laws) should enact privacy laws that regulate provincial political parties’ use of electors’ personal information.

3 The regulation of parties’ collection and use of data is increasingly important to support the democratic process in the digital age. Collection and use of electors’ personal data could not only play a decisive role in election campaigns, but such practices could also affect interactions between electors and party personnel. Voters should be assured that parties are following established standards in their practices with electors’ data.

4 Future research agenda: Future studies could more fully examine the extent to which knowledge of parties’ data collection affects electors’ levels of political trust, and whether awareness of how parties are using personal data affects other political attitudes and electors’ willingness to participate politically.
Online Harassment and Hate Speech
What you need to know

Online harassment, bullying, and hate speech can threaten democratic structures. From voters, to candidates, to political reporters, there are people pushed out of the democratic system because they fear these types of harmful speech, silencing individuals who would otherwise participate in the democratic process (Tenove et al., 2018). But responding to, and quelling, this harmful speech is not easy. If rules are too strict then legitimate political speech could also be removed or otherwise limited.

The problem is, there is no one clear definition (Faris et al., 2016) — different countries and companies have different understandings of what constitutes harassment, bullying, or hate speech, and what speech should be protected. Even once these ideas are defined, detection and removal of content or accounts is typically inconsistent.

Some groups use harmful speech as a tactic to build and mobilize community and to push other voices out of the community and offline (Marwick & Lewis, 2017). These groups can use social media to engage in member recruitment, fundraising, and disseminate their message to large audiences (O’Callaghan et al., 2014).

What’s more, the very design of many social media companies’ content suggestion and prioritization algorithms can amplify harmful speech. Studies have shown that right-wing extremist content taps into people’s emotions (Matthes & Schmuck, 2017), and that emotionally charged messages are shared more broadly on social media (Brady et al., 2017).

What we still don’t know

- Who are the targets of online harassment, bullying and hate speech (Silva et al., 2016)? Some research shows that individuals from marginalized communities face the worst kinds of abuses (Powell et al., 2018).
- How do public figures respond? Although research has been conducted on the harassment of public figures (Stahel & Schoen, 2019), we do not have a thorough understanding on its impact, what strategies public figures employ to protect themselves, which makes it difficult to create data driven public policy decisions (Faris et al., 2016).
- Are efforts to slow harmful speech online working? This question is hard to answer because social media platforms do not share specific information about what they are doing or data about their success rate.

What you’ll learn from the projects

- Two projects analyzed the content of tweets mentioning candidates during the election.
  - The most intense negative messages are a small proportion of all mentions of candidates on Twitter and do not appear to be related to gender (Gruzd). PAGE 30
  - But, when you consider less intense forms of negativity, the proportions are higher and gender-based differences may be more prominent (Tworek). PAGE 34
  - Candidates respond differently to negative messages depending on who sends them (Tworek). PAGE 34
- Farokhi examined Twitter content mentioning Muslims and Trudeau. In her case study she finds Islamophobic emotional rhetoric increased rapidly prior to and during the 2019 Canadian election. PAGE 38
Toxic Interactions and Political Engagement on Twitter

What we wanted to know

The goal of this study was to better understand the online dynamics of violence on Twitter against candidates running for political offices. Online violence on online platforms is a pressing problem. This study will provide research-based evidence for policymakers, governing stakeholders, researchers, and social media intermediaries working to address current knowledge gaps and challenges associated with toxic interactions on platforms like Twitter. It will also help examine the capabilities and overall effectiveness of Twitter’s platform-based guardianship (i.e., automated and human-led content moderation).

Our research was guided by the following exploratory questions:

- What is the prevalence of toxic and/or insulting messages targeting political candidates?
- Is there a difference in frequency of toxic and/or insulting messages directed at women versus men candidates on Twitter?

How we did it

- Candidate list: Compiled a list of 2,144 candidates running for office and recorded their Twitter handles, when available. In total, 1,344 candidates had a public profile on Twitter at the time of data collection during the fall of 2019.

- Data collection: Used an open source program called Social Feed Manager to collect public tweets directed at each of the 1,344 candidates, from September 28 to October 27, 2019. We focused on 363,706 public tweets posted in English and directed at 1,116 candidates.

- Content analysis: Hand coded a random sample of 3,637 tweets (1% sample) to categorize them as toxic or insulting (as defined in the next section) by using three coders (one undergraduate racialized, female student, one graduate female student, and one graduate male student). To ensure the trustworthiness of the manual coding procedure, only tweets that were flagged by all three coders were considered as either toxic or insulting for the subsequent analysis.

- Statistical test: Used a statistical test (chi-square) to determine if there is an association between a candidate's gender and the likelihood of them receiving either a toxic or insulting tweet.

1 1,344 minus 228 candidates who have not received any tweets directed at them during the studied time period.
Key terms and what they mean

Online violence
Threats and expressions of intent to perpetrate violence or abuse online, trolling, cyberbullying, hate speech directed at members of an identifiable group, actions aimed at damaging reputations, or non-consensual distribution and doxing of intimate images (also known as revenge-porn).

Trolling
“Inflammatory, extraneous, or off-topic messages” with the goal to gain fame by provoking other users and disrupting on-topic conversations (Phillips, 2015).

Cyberbullying
Is a form of bullying that happens online (Kowalski et al., 2014) where the main goal is usually an intentional attack and intimidation of a victim via computer-mediated means directly or indirectly (Lohmann, 2014).

Expressions of hate speech
On social media are typically directed towards a wider collective of people based on their religious affiliation, ethnicity, race, nationality, sexual orientation, gender, gender identity, disability, or other types of shared group characteristic (Costello et al., 2017).

Toxic & Insulting messages
For the purposes of this research, we focused on two common characteristics of online violence: the presence of toxic and insulting messages. A message is toxic when it is rude, disrespectful, or unreasonable. A message is insulting when it is inflammatory or negative toward a particular person or a group of people.

What we found

What is the prevalence of toxic and/or insulting messages targeting political candidates?

In total, there were 307 (8.4%) toxic and 101 (2.8%) insulting tweets. While most toxic tweets expressed partisan opinions using strong language, it is the insulting tweets directed at candidates that had an especially negative undertone directed at a specific individual(s); tweets such as:

- @[username] Was praying the little f@cker would tip over lol
- @[username] American citizen can not be a Canadian PM
  Resign you MF

This result is in line with related studies that examined toxic-type messages targeting the members of parliament in the UK and showed that the overall percentage of toxic messages on Twitter was under 10%. For example, one study found that 9.8% of tweets targeting British MPs were uncivil (Southern and Harmer, 2019), while another found that less than 4% of tweets directed at British MPs were abusive (Correl et al., 2019). Similarly, other studies found swearing, dismissive insults, and abusive words to make up around 3% of online communications more broadly (Mead, 2014, Subrahmanyam et al., 2006).
What we found

Is there a difference in frequency of toxic messages directed at women versus men candidates on Twitter?

The chi-square test confirmed that there was no significant association between gender and receiving a toxic or insulting tweet. The test was performed on the sample of 3,635 tweets (3637-2), containing 868 tweets targeting women candidates and 2,767 targeting men candidates. Note: Prior to running the test, we excluded two candidates who self-identified as non-binary due to the insufficient number of observations for statistical testing (a qualitative approach will be used instead to examine these two cases in our future work).

On the one hand, this is in line with a related study by Gorrel et al. (2019) who found that the “burstiness” of abuse on Twitter does not depend on gender in the context of Twitter use by the UK’s MPs. On the other hand, in a different study, Southern & Harmer (2019) found that women MPs in the UK were more likely to receive uncivil, stereotypical or tweets questioning their position as politicians than their male counterparts.

Yet, in an earlier study about the UK’s MPs, Ward & Mcloughlin (2017) found that men were more likely to receive “abusive” messages on Twitter than women MPs. These somewhat contradictory results are likely due to the differences in the study context (different countries), study population (candidates vs members of parliament), different time frames, and different approaches to defining toxic, uncivil and abusive messages.
Even though the overall percentage of toxic and insulting tweets was relatively low (under 10%), it is not necessarily their quantity, but also their severity which may negatively impact one's well-being, potentially leading to reduced online participation and withdrawal. This is particularly important considering the growing expectation for politicians to maintain an active online presence and engage the public on sites like Twitter, even if faced with toxic and insulting messages daily.

Some candidates tend to receive more extreme cases of online violence, such as the case of a hate campaign targeting a former environment minister and 2019 candidate Catherine McKenna, who received numerous online (and offline) threats (Mia Rabson, 2019); however, that variation is not necessarily explained by the candidate's gender. This study found that women candidates did not necessarily receive more tweets that are toxic or insulting. Since we only tested a sample of tweets (1%), future work will examine the full dataset to see whether our findings apply to the broad set of tweets that were aimed at candidates in the 2019 Federal Election.

And while platforms like Twitter are starting to offer new features to report, block or hide hostile individuals or tweets, it may be viewed as undemocratic by the public if politicians or elected officials rely on such features to block their critics. In this context, social media platforms ought to take a more proactive role in preventing online harassment campaigns against their users. A case in point is the fact that out of 307 (8.4%) toxic and 101 (2.8%) insulting tweets flagged by our coders, the majority of these posts (255 toxic and 85 insulting tweets) are still publicly available as of January 2, 2020. Our future work will examine the trade-offs between individual's vs social media platforms' responsibilities to deal with online violence, because if left unchecked, the proliferation of toxicity and insults would undermine the capacity of platforms like Twitter to support deliberative and networked democracy (Loader & Mercea, 2011).

What this means for the election

Going forward, we plan to apply a machine learning approach to analyze the full dataset of tweets in a systematic and automated way. We will also apply topic modelling techniques to examine differences and similarities between the types of toxic and insulting messages directed at women versus men candidates on Twitter. Finally, we will expand our work to other popular social media platforms like Facebook and reddit.
Trolling on the Campaign Trail: How Candidates Experience and Respond to Online Abuse

Candidates in the 2019 federal election used social media to find, persuade and mobilize potential voters. Candidates also faced insults, threats, and other forms of online abuse. But little is known about the extent and impact of online abuse in Canadian politics. This study helps fill that gap by investigating the negative messages that candidates face, from mild insults to threats and hate speech. It also examines how candidates experience and respond to different forms of negative messaging and their strategies for responding to it. Such knowledge can inform policies to promote fairer political participation and healthier political discourse.

The study addresses these research questions:

- How do candidates assess different types of negative messaging on social media platforms, and what strategies do they use to respond to them?
- What quantity and intensity of negative messages do candidates receive on Twitter, according to manual coding of messages?
- By developing a machine learning model, can we measure the quantity and intensity of negative messages directed at all candidates in the election, and do these vary according to candidates’ party affiliation or perceived gender or race?

How we did it

- Interviews: over 25 candidates and campaign staff, to learn how they assess and respond to different types of negative messages on social media.
- Tweet collection: Twitter Search API, collected all tweets at candidates that were announced by their party by August 9th, between August 9th and October 31.
- Content analysis: hand-coded close to 2,000 tweets, including 1200 randomly-selected tweets, to create a data set of different types of negative messages, and to gain an approximate sense of their frequency.
- Machine Learning: Using the coded tweets, we are training an algorithm to identify and categorize all negative messages directed at candidates on Twitter. We then analyzed variations in the volume and intensity of negative tweets directed at candidates.

1 Tworek team members: Jordan Buffie, UBC, MA student in Political Science. Jaskiran Gakhal, UBC, BA Student in Political Science, Sonya Manuel, UBC, BA Student in Political Science and Psychology. Gregory Eady, University of Copenhagen, Assistant Professor of Political Science. Maite Taboada, Simon Fraser University, Professor of Linguistics. Erin Tolley, University of Toronto, Associate Professor of Political Science.
Key terms and what they mean

Negative messages

Various forms have been studied including abuse (Amnesty International 2018; Greenwood et al 2019), harassment (Nadim & Fladmoe 2019), hate speech (Pintak et al 2019), and incivility (Rheault et al 2019; Southern et al 2019). There are significant differences in how these terms are understood and measured (Mishra et al 2019). Furthermore, studies tend to focus on extremely negative messages, but moderately negative messages (possibly at high volume) may also affect public figures and political discourse. Rather than focus on one form of negative messaging, we addressed this methodological and definitional challenge by examining how candidates perceive different levels of negativity.

Intensity of negativity

We categorized messages as low, medium, or high negativity. We developed this scale by asking candidates and campaign staff to evaluate sets of sample tweets that we shared with them.

What we found

How do candidates assess different types of negative messaging on social media platforms, and what strategies do they use to respond to them?

Our interviews revealed that many candidates and their teams grappled with significant levels of negative or abusive online messages. In general, they identified low negativity messages as dismissive, uncivil, or mildly insulting; medium negativity messages as highly insulting (often incorporating swear words); and high intensity as threatening, hateful, abusive, or making serious unproven allegations of misconduct. Candidates did not consider all criticisms of their views or actions as inappropriate, and many argued that democracy requires elected officials to be open to criticism. Some reported that abuse was frequently related to their identity, including sexist, racist, or Islamophobic content. Our future research will investigate these claims quantitatively, using our machine learning model to assess tweets directed at candidates.

Candidates and their staff took different approaches to addressing negative messaging, drawing on extremely varied levels of knowledge, training, and resources. Most developed these strategies reactively as threats or abuse arose.

Candidates and their teams described the psychological toll of negative messages on candidates themselves, on staff members who help manage social media accounts, and on members of the public who follow the candidates’ social media. These concerns justified their decisions to hide content or block accounts on Twitter and Facebook.

What quantity and intensity of negative messages do candidates receive on Twitter, according to manual coding of messages?

Our analysis of 1200 randomly-selected tweets found that over 40% of these were negative (see Figure 1). While less than 1% of these issued threats or made hateful remarks (high negativity), approximately 13% were insulting (medium negativity) and about 27% were dismissive, uncivil, or mildly insulting (low negativity).

Importantly, negative messages were not always negative towards a candidate. Messages could be directed at a candidate on Twitter but actually attack other individuals or groups. Doing so enables users to reach larger audiences for their negative messages. Research and policy responses should also address this indirect targeting of negative content.

Figure 1. Distribution of sentiment labels by percentage for 1200 randomly-sampled tweets directed at candidates during the 2019 Canadian election.
What we found

What quantity and intensity of negative messages were directed at all candidates in the election, and do these vary according to candidates’ party affiliation or perceived gender or race?

We have developed a machine learning model to assess the negativity of tweets. The model was “trained” on the 1200 randomly-selected tweets we coded. Our preliminary findings using this model suggest that similar proportions of negative tweets – as shown in Figure 1 – may apply to our full set of almost 3 million tweets directed at candidates during the election campaign. Please see the Online Appendix for more detailed findings using this machine learning set, including the different quantities and intensities of tweets directed at candidates of different party affiliation or perceived gender or race.

A major limitation for the quantitative study was lack of access to Facebook comments. Many interviewees identified Facebook as the most important platform for campaigning, but also the source of more localized threats and abuse. A second limitation is that, while we interviewed a diverse range of candidates from the Conservative, Liberal, Green, and New Democratic parties, we did not conduct interviews in French and have not yet interviewed Bloc Québécois or People’s Party candidates.

“...At the end of the day, my concern is not to avoid criticism. My concern is that people may effectively ruin the community and the engagement that I’ve worked hard to build, and that they could push other people off the platform because it’s such a polluted platform.”
All interviewees saw online harassment—and online incivility more broadly—as negatively affecting Canadian democracy. Candidates and their teams face very different levels of negative messaging, both in quantity and intensity. However, no interviewees stated that negative messaging derailed their campaign.

Negative messaging is often seen as a barrier to entry for people from marginalized groups, particularly when deciding whether to participate in politics. Candidates reported that abuse was often related to their identity, including sexist, racist, and homophobic content. In the context of underrepresentation of women, Indigenous, LGBTQ*, and racialized Canadians, ongoing attention to equity of representation, participation, and safety of candidates is important.

Knowing who is behind negative messages content could better equip candidates to deal with them. For instance, some respondents said that they would like to block bots and fake accounts for problematic behavior, but not accounts of constituents. Many interviewees claimed that campaign teams could have used more training on effective responses to highly negative messages.

Policy-makers should consider whether current legislation (including on harassment, libel, and hate speech) sufficiently addresses social media platforms. If the platforms respond insufficiently to demands for increased transparency of data and users, this may need to be mandated by the federal government.

Platforms should do more to help candidates identify bots and inauthentic accounts, and continue to develop features for users to proactively reduce harassment and improve productive discussion. Facebook should increase data availability to researchers. We will have further recommendations for Twitter once we have used our machine learning model to analyze the full set of tweets at candidates.

Future research: We will continue to investigate the different quantities and intensities of negative messages directed at candidates, to understand the factors that make people more or less likely to receive abuse. Building on these findings and our interviews, we will examine how negative messaging affects candidates as public communicators and electoral contestants.
Rise of Islamophobic Emotional Rhetoric During the 2019 Canadian Federal Election

Zeinab Farokhi
University of Toronto, PhD candidate
zeinab.farokhi@utoronto.ca

What we wanted to know

This study examined the rise of hate-centered politics pertaining to Muslims and the Liberal Party of Canada before and during the 2019 federal elections. In the wake of federal elections, the Liberal Party and the incumbent Prime Minister, Justin Trudeau, have been repeatedly associated with Muslims, mainly by right-wing extremist groups and media personalities on Twitter (Patriquin, 2019). The study presented here reveals that Islamophobic discourse was heavily employed as a political tactic to denounce Trudeau and the Liberal Party. Islamophobic discourse was not associated with messages critical of the Conservative Party but specifically used in anti-Liberal Party messaging. Further, the Conservative Party and its leaders were presented as the alternative in order to end the “Muslim menace” allegedly being brought into Canada by Trudeau. Hence, this study focused on the nexus between online anti-Muslim rhetoric and the Liberal Party of Canada. The following research questions were the point of departure:

**RQ1a:** Did the frequency of tweets connecting Trudeau with Muslims or perceived “Muslimness” increase over time during the run-up to the federal election?

**RQ1b:** What was the sentiment of those tweets?

**RQ1c:** Did the sentiment of those tweets change over time?

**RQ2a:** Which discourses were most commonly used in tweets mentioning Muslims and Trudeau?

**RQ2b:** Which discourses were most commonly used in tweets mentioning the Muslim Brotherhood and Trudeau?

How we did it

- Approximately **40,000 English language tweets** generated in Canada were collected using Crimson Hexagon from May 1 to December 1, 2019.

- Search parameters: I used the following keywords: “Muslims” AND “Trudeau”; and “Muslim Brotherhood” AND “Trudeau.”

- **Digital ethnography** (Postill & Pink, 2012) was used to capture the general conversation about Muslims in Canada between May 1 and December 1, 2019.

- The tweets were analyzed using Critical Discourse Analysis (Van Dijk, 1998) to identify salient narratives concerning Muslims, Islam, and Muslim immigrants in Canada.

- Sentiments related to Muslims were captured using Crimson Hexagon's Sentiment Analysis tool, although it is worth noting that software lacks accuracy in capturing satirical content.
Key terms and what we found

- **Sentiment**
  Any tweet is generally an expression of opinions or emotions. It can be positive, negative or neutral.

- **Sentiment Analysis**
  The process of analyzing and categorizing a portion of text or tweet to extract the context, e.g., identifying hate speech in tweets. Crimson Hexagon was used to measure the sentiments.

- **Time periods**
  Tweets collected before, during, and after the election.

- **Salient narratives on Muslims**
  That Muslims are the propagators of terrorism and terror-related activities, owing in large part to their religion (Islam) which is thought to be steeped in “barbarism.” As such, Muslims are constructed as both “regressive” and “unaccommodating,” and therefore at odds with the core principles of 21st-century Western democracy (Awan, 2016).

- **Islamophobia**
  According to Zine (2008), Islamophobia refers to “a fear or hatred of Islam and its adherents that translates into individual, ideological and systemic forms of oppression and discrimination” (p.6).

- **Posters**
  Twitter accounts which posted tweets using the keywords during the sampling period.

- **Rightwing Extremism (RWE)**
  Perry & Scrivens (2019) suggest that “RWE in Canada is a loose movement, characterized by a racially, ethnically, and sexually defined nationalism. This nationalism is often framed in terms of white power and is grounded in xenophobic and exclusionary understandings of the perceived threats posed by such groups as non-whites, Jews, [Muslims], immigrants, homosexuals, and feminists” (p.821). For this study, Twitter accounts like “Act for Canada” and “Patriot North” and individuals who indulge in disseminating Islamophobic rhetoric on their timelines were selected.

What we found

In response to **RQ1a**, the study results show that while the volume of conversation around “Muslims and Trudeau” (see Figure 1) and “Muslim Brotherhood and Trudeau” was mostly stable from May to August, these figures doubled in September, reaching their peak in October and then dramatically decreasing in the post-election period. It appears anti-Muslim content on Twitter that was directed at the Liberal Party and Trudeau gradually rose during the run-up to the 2019 election and decreased dramatically after the election. This may indicate that anti-Muslim sentiment was used as a tool to influence the voters during elections.

Indeed, in response to **RQ1b**, the sentiment of tweets connecting Trudeau to Muslims from May through November was mostly neutral followed by negative. However, most of the satirical tweets were interpreted as neutral by the software used for analysis which may underestimate the level of negativity. Ultimately, the overall sentiment of the tweets analyzed for this study can be stated as largely neutral to negative, with positive tweets a small minority.

In response to **RQ1c**, the negative sentiment (shown in red in Figure 1) related to “Muslims and Trudeau” and “Muslim Brotherhood and Trudeau” increased during the two-month period prior to the 2019 elections and rapidly decreased thereafter, indicating that negative emotions were prominent in the months preceding and during the elections.

**Figure 1. Volume and sentiment of tweets related to Muslims and Trudeau**

Sentiment Analysis for keyword: Muslim

<table>
<thead>
<tr>
<th>Month</th>
<th>Negative Sentiment</th>
<th>Positive Sentiment</th>
<th>Neutral Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>May, 2019</td>
<td>43%</td>
<td>11%</td>
<td>46%</td>
</tr>
<tr>
<td>June, 2019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July, 2019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aug., 2019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sept., 2019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oct., 2019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nov., 2019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dec., 2019</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
What we found

In response to RQ2a, much of discourse used by the posters using the keywords “Muslims and Trudeau” was explicitly racist, anti-Muslim, and anti-immigrant, painting Trudeau as a “Muslim sympathizer” who intended to turn Canada into a Muslim country.

Here are examples of such tweets:

- Trudeau keeps company of rapists, murderers, Muslim radicals, terrorists, pedophiles, in fact any disgusting criminal he can find.
- “The brother of the 1st female Palestinian member of Congress is bragging about Islamic dominance over Canada.” Rashida Talib’s brother says “Canada will soon be a Muslim majority country.” This is Trudeau’s Canada #TrudeauMustGo #Scheer4PM
- ATTENTION!!!! ANDREW SCHEER !!!!!! STOP!!! STOP !!! STOP!!! ILLEGAL BORDER CROSSINGS!!!! AS CANADA IS SICK OF BEING HANDED OVER TO TERRORIST!!! MUSLIMS!!!! JIHADEST TRUDEAU!!!! IS TURNING CANADA INTO A MUSLIM COUNTRY!!

These findings suggest that anti-Muslim rhetoric is weaponised as a tactic against the Liberal government, which is perceived as an ally to Muslims. The discourse pertaining to both sets of keywords reveals that the Liberal Party in general, and Trudeau more specifically, are portrayed as “Muslim,” “Islamist,” and/or “terrorist” sympathizers. Hashtags like #TrudeauMustGo, #TrudeauIsDone, and #jihadistTrudeau worked to create a narrative that anything Muslim is “vile” and “vicious.” As such, the narrative goes, anyone who is determined to be associated with Muslims should therefore be renounced from Canadian politics for the sake of “saving” Canadian democracy from the imagined Muslim “threat.” Most of the tweets portray the Liberals as “pro-Muslim,” and claim that Canadian multiculturalism has led to a Muslim “takeover” of Canada. According to these users, the solution to this ongoing “Muslim problem” is not only continuing to establish anti-Muslim and anti-immigrant policy, but also eventually electing a populist party into power.

In response to RQ2b, much of discourse seen in tweets using the keywords “Muslim Brotherhood and Trudeau” centred on a narrative that Trudeau was a “pawn” of the terrorist organization Muslim Brotherhood who must be deposed, making way for Conservative Party leader Andrew Scheer or far-right People’s Party leader Maxime Bernier.

Here are the examples of some tweets:

- Trudeau wants to breakup Canada and make it a Muslim state and be ruled under Muslim law! Trudeau supports terrorists and the Muslim brotherhood over Canadians! ANDREW SCHEER IS OUR ONLY HOPE TO SAVE CANADA’S DEMOCRACY!
- Under the guidance of prominent MP’s in Liberal Party foreign influence by Qatar, Muslim Brotherhood are influencing MSM and politics! Beware! Trudeau is bought and paid for!
- Any vote for Justin Trudeau is a vote for the Muslim Brotherhood gangs. Vote wisely! #TrudeauMustGo #terrorists #muslimbrotherhood #ShariaLaw #M103
The study shows that Islamophobic emotional rhetoric increased rapidly prior to and during the 2019 Canadian election. Closer to the election, particular rhetoric targeting Muslims and Muslim immigrants in Canada was employed. Such discourse may give rise to irrational fears and foster prejudices against Muslims in Canada.

These findings on the 2019 election are crucial as they map the increase in Islamophobic rhetoric on Twitter prior to elections. Indeed, anti-Trudeau political activists use narratives to target and “otherize” Muslims, thereby exploiting anti-immigrant sentiments and appealing to fears that have been stoked in the current political climate, in order to mobilize voters against the then-Liberal government. Although this research did not focus on the mobilization of voters on the ground, it shed light on the rise of hate-centered politics during the election within Canadian online spaces. Further research would help policymakers and think tanks focus on addressing this issue.

What’s next

1. **Further research** into who is tweeting and sharing this content online is needed. Initial investigations suggest right-wing extremist groups often share this content but more detailed analysis is needed. By examining Canadian online discourse around Muslims, policymakers and public officials can understand how right-wing extremist propaganda utilizes elections to capitalise on Islamophobic messages and sentiments so as to normalize hatred and undermine the integration of immigrants, especially Muslims, within Canadian society.

2. **Future research** should focus on how extremists (whether right-wing or left-wing) use social media as a weapon to propagate and amplify extremist discourse, hate rhetoric, and widespread disinformation. Such future projects can inform Canadian educators and policymakers as to how Islamophobia is being shaped via cyberspace, while also allowing them to gauge the security threat posed by domestic right-wing extremist groups. Given the rise of populist governments in the U.S., Europe, and India—whose political narratives find a stronghold in otherizing, demonizing, and dehumanizing minorities (e.g. Muslims)—it is important to understand, monitor, and prevent such narratives from being amplified across and through various transnational and cyber platforms.
Public Opinion and Political Participation
What you need to know

As the Internet has become a fixture of modern life, it has contributed to “new ways of knowing, new strategies for gathering, storing, retrieving, and utilizing information” (Dahlgren, 2004, p. xvi). In recent years, social media has grown exponentially, and people have correspondingly shared more information, interests and opinions (Khan et al., 2014). This has created a wealth of data that can be analyzed and used to identify people’s opinions on a variety of topics, including their political attitudes and preferences.

Originally, public opinion research—research conducted to help understand and represent the public’s views (Perrin & McFarland, 2011)—could only be done using in-person, face-to-face methods (Steenkamp & Hyde-Clarke, 2014). But now, the rise of the Internet and social media have created new and significant sources of information on public opinion (Bachner & Hill, 2014). Social media as a source of public opinion is more affordable and sometimes more readily accessible, but it is limited in generalizability and requires new skills to collect and interpret (Dubois et al., 2018).

The evolution of modern technology has also changed public discourse and the way people participate in it. There has been optimism about the Internet and related tools increasing public discourse and political participation. Brants, for example, explains that “because of its horizontal, open, and user-friendly nature, the Internet allows for easy access to, and thus greater participating, in the public sphere” (2005, p. 144), and others identify social media platforms as a main way to engage citizens (Steenkamp & Hyde-Clarke, 2014).

Yet, there is reason for caution. Online political communication tends to be more targeted and more private, and therefore can lead to fragmentation and can be less transparent (Bennett & Lyon, 2019). Social media use may also serve to reinforce existing views and habits by only attracting people who are already engaged in public discourse, rather than people who would otherwise be disengaged - the evidence is mixed on this point (Dubois & Blank, 2018; Guess et al., 2018). Further, some researchers have found that social media tools, rather than empowering the broader public, tend to benefit already-established actors like incumbent politicians and journalists (Hawthorne et al., 2013).

What we still don’t know

- How digitally literate is the Canadian population? Do internet users intuitively distinguish between trustworthy and non-trustworthy sources? What factors play into whether Canadians trust the information they see online?
- What is the content and style of the online public discourse? These forms of online participation are constantly evolving and so this question remains crucial.
- How do Canadians use newer social media platforms to engage with political content? Much research focuses on Twitter and Facebook because they are the most established and most popular social media in Canada and because it can be easier to get data from and about them. But many other tools are used by voters and other political actors.

What you’ll learn from the projects

- Memes play a key role in online discussion of politics, but their spread was limited, and their content was not generally reflective of the final results of the election. (McKelvey, et al.). PAGE 44
- Political discourse on Instagram most often involves people engaging with their already-existing networks, rather than with content created and promoted by political actors (Wilkinson). PAGE 48
- The presence or absence of information about source, methodology, and margin of error has little effect on subjects’ interpretation of polling data. (Daoust and Bastien). PAGE 52
When Canadians communicate online, they share pictures. Some of these pictures are of friends, families, or maybe food. Other pictures are memes. Memes refer to “evolving tapestries of self-referential texts collectively created, circulated, and transformed by participants online” (Phillips & Milner, 2017, p.30). Memes help people express their emotions, share jokes, be fans, and, notably for our study, discuss politics. Canadians make memes about politics, but there are limited studies about Canadian political memes (Lalancette & Raynauld, 2019; Piebiak, 2014). Internationally, we know that memes are an important part of online mobilization and help to build political affinities (Milner, 2016; Mina, 2019; Nissenbaum & Shifman, 2018), yet there have been no large-scale research projects studying memes during a Canadian election.

**What we wanted to know**

If Canadians created and shared political memes during an election; and, if so,

How did memes encode Canadian political matters including issues, party loyalty and leader’s brands?

**How we did it**

- Manual data collection: Student teams identified and monitored 15 meme sharing or known partisan Facebook pages and groups from 28 September 2019 to 28 October 2019.

- Automated data collection: Facebook analytics from Crowdtangle (supplemental).

- Content analysis: Preliminary coding during data collection also identified tone toward featured leaders as well as issues mentioned in memes.
Key terms and what they mean

**Memes**

Graphics that have an ‘internet ugly’ aesthetic and use common references and fonts associated with internet culture rather than graphic design conventions (Douglas, 2014). Memes are “(a) a group of digital items sharing common characteristics of content, form, and/or stance, which (b) were created with awareness of each other, and (c) were circulated, imitated, and/or transformed via the Internet by many users” (Shifman, 2014, p. 41). There is no one agreed upon definition.

**Constitutive humour**

Creates collective identities as an in-group phenomenon where people come to share references and values to be in on the joke. By laughing at others, constitutive humor can establish a collective us and an othered, laughed at, them (Milner & Phillips, 2017).

**Astro-turf**

The presentation of advertising and public relations as user-generated content, the opposition of grass roots support.

**Identity play**

The multitude of ways people perform their identity to others, where the identities and lives of others modulate how an individual presents themselves in different contexts (Philips & Milner, 2017).

**Political parallelism**

The reflection of political orientations through media systems, where political division is reflected in the content that users see, and further propagated by highly political journalism (Fletcher et al., 2019; Hallin et al., 2004).

What we found

Canadians shared memes during the election, or at least partisans did. Memes represented 27.7% of the total content in our sample from third-party advertisers and seemingly user-generated Facebook pages. The memes’ style and sample differed by group. We identified three main types of memetic styles:

- Astroturfers or third-party advertisers shared memes to appear as user-generated content as shown in **Figure 1**;
- Hang-outs where partisans shared memes referential to popular culture and internet aesthetics as shown in **Figure 2**; and,
- Enclaves that shared boutique, political memes not referring to Internet culture as shown in **Figure 3**.

People seem to share memes as constitutive humour and collective identity play. Some third-party advertisers engage in similar practices while trying to be more intentionally persuasive.
What we found

Trudeau’s character, from the study’s preliminary results, was a source of constant criticism as seen in Figure 4. Memes mentioning Trudeau were mostly negative (672 out of 697 memes coded).

Notably, Scheer and Singh did receive more positive coverage, as seen in the Figure 5. The number of pro-Singh memes is greater than that of negative memes, another signal that press coverage of Singh’s popularity late in the campaign did not translate into votes (Hui & Dickson, 2020).

Memes did not circulate widely. Preliminary image cluster analysis found few memes that spread between multiple groups. The study showed a split between two entirely different canons of memes, one created and shared by anti-Trudeau groups and the other created and shared by Liberal and New Democratic groups.
Canadians made memes during the election and those memes matter for our political culture, but not for winning elections.

Memes did not predict the outcome of the election. The overwhelming unpopularity of Trudeau within our sample did not signal his electoral loss. Nor did memes seem an effective form of persuasion. Conservative Canada Proud, where memes made up 20% of its top posts, did not lead to massive growth of membership larger than its Ontario base. It grew by only 13,000 followers over the course of the campaign to 162,346 as opposed to the roughly 400,000 followers of Ontario Proud. By contrast, progressive North 99 hardly used memes at all in its communication strategy.

Memes matter a lot for partisan politics. Partisans joked and commiserated through memes throughout the campaign. Indeed, memes offer a unique window into partisan culture and indicate partisanship is an important factor in political engagement. New Democratic and Liberal memes joked about policy, their leader, strategic voting, and, for Liberals after Trudeau’s Brownface scandal, a chance to process party loyalty and disappointment.

Memes, to a lesser degree, indicate Canada’s political parallelism with partisans having different interpretations of recent history. Some versions are playful, conspiratorial, and sometimes both. The ‘baggage’ plane in Figure 1, for example, adds a debunked conspiracy involving the late Fidel Castro (Brown, 2016). Fidel’s face is seemingly equivalent to Trudeau’s other ‘baggage’. Similarly, the Conservative Party’s press release questioning Trudeau’s record at West Point Grey Academy and the deceptive Buffalo Chronicle story drew on long-standing questions in anti-Trudeau meme groups about Trudeau’s past sexual conduct that predate these stories (Lytvynenko et al., 2019) and were similar in style to other conspiracy theories (Hofstadter, 1964).

We faced major challenges around access to data that limited comparison and analysis. First, we had no direct access to Facebook analytics for most of our data collection. Instead, all data collection was manual, labour-intensive and error-prone. Second, methods to analyze visual political communication at scale are still in development and did not reach production during our study.

What’s next

1. Improve definitions of political advertising to protect free expression through memes. Memes are an outlet of political culture and free expression that should be protected from being designated as advertising. The risk is that astro-turfing groups mimicking internet culture may use memes as part of their campaigns, confusing free expression with advertising. Elections Canada and the Elections Commissioner should clarify the definition of political advertising to protect user-generated content while improving reporting and transparency obligations for third-parties using social media to appear as grassroots movements.

2. Ensure platform content moderation respects fair dealing and the Non-commercial User-generated Content clauses of the Copyright Act to protect that political expression through memes. Without these protections, memes could be seen as a form of copyright infringement since they re-purpose copyright materials like television shows, movies and other cultural goods.

3. Improve researchers’ access to social media data and invest in on-going archiving. We do not know how memes were used in past elections as the data is non-existent and our data has no long-term solution for archiving. Tenove, Tworek and McKelvey (2018) have called for “the creation and use of social media companies’ research repositories” that aggregate data from multiple social media platforms. Similar to medical records, these repositories should have secure and controlled access and should be managed by government or a responsible, neutral third-party on an on-going basis.
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What we wanted to know

Social media has become a valuable tool for politicians and political parties in recent years. Many voters use these platforms to access information about candidates and their policy positions and engage in political dialogue. Numerous studies have examined how and why these phenomena take place on Facebook and Twitter (Goodman et al., 2011; Raynauld & Greenberg, 2014; Stier et al., 2018). But there is less research that investigates how voters use Instagram to engage with political information, especially in Canada (Lalancette & Raynauld, 2017; Munoz & Towner, 2017). This gap in research exists even though most major Canadian federal political parties and leaders have substantial followings on Instagram, and younger voters especially are regular and active users (Pew Research Center, 2019).

To address this gap, this study asks:

- During the 2019 Canadian federal election campaign, how and why did Canadians engage with political information on Instagram?

How we did it

- **Online panel survey of Canadian citizens 18 years and older**, who expected to vote and access political information related to the election on Instagram, using the web-based survey tool Qualtrics.

- The survey was run in French and English. Responses were collected from a subset of **208 respondents** from October 4th to 13th, from a full sample of **1545**.

- In the full sample, there were national quotas for language, region, gender, and age to adequately match Canadian census data. There were also within-region “flex” quotas for age and gender.

- The small size of the subset means the data included in this study was not nationally representative but results were useful initial indicators.

- **Descriptive statistics** were used to analyse the data.
Key terms and what they mean

Political information
Includes Instagram posts made in support of a candidate by a family member, friend, public figure, or political party, or any other type of content that relates to the 2019 federal election found on the platform.

Access to political information
Instances where respondents passively received political information about the election on Instagram, including seeing related posts made by friends and family members, or political advertisements.

Engagement with political information
Respondents’ participation in the dialogue about the election on Instagram.

Methods of engagement
The specific ways that respondents engaged with political information related to the election on Instagram, such as posting election-related content or liking, sharing, or commenting on posts made by political parties involved in the election.

Motivations for engagement
The rationales behind respondents’ use of Instagram to engage with information related to the election. Examples include the desire to engage with others on Instagram who share the same political views, or as a way to pass time.

What we found

Ultimately, there were two key findings from this study. First, this research showed that respondents’ engagement on Instagram related to the 2019 federal election more often entailed users’ interaction with others in an existing social community, rather than with professional accounts designed to foster political participation. Second, despite a primary motivation being a desire to become a more informed voter, respondents generally outlined more than one rationale behind their political engagement on the platform.

To the first key finding, this study showed many respondents used Instagram to engage politically on issues related to the vote (Figure 1). Just over three quarters of respondents used at least one method of engagement. But while these Canadians engaged with political information in a variety of ways, they were more likely to interact with people with whom they had existing relationships (27%, N = 208) than organizational accounts that made posts about the election, such as political parties (13%, N = 208) and non-partisan organizations (10%, N = 208). This divergence signals the important role that social ties played in respondents’ communications around the 2019 federal election on Instagram.

Figure 1. How respondents engaged with political information related to the election on Instagram
What we found

This study’s second key finding is that respondents’ political engagement on Instagram was prompted by a range of diverse motivations (Figure 2). Some of these rationales were related to respondents’ political lives (“to engage with others on the platform who share their political views”), while some were linked to social pursuits (“as a form of entertainment”). Yet, there was some variance in respondents’ alignment with certain rationales for engagement. Just over a third of respondents “strongly agreed” that their engagement was motivated by a desire to become a more informed voter. This was more respondents than any of the surveyed motivations’ respective levels of agreement (strongly disagree to strongly agree).

Figure 2. Why respondents used Instagram to engage with political information related to the election

Responses of ‘not applicable’ and ‘I don’t know’ were excluded from this graph.

Motivations for engagement
- Strongly disagree
- Somewhat disagree
- Neutral
- Somewhat agree
- Strongly agree
This study gave initial indications that offline social relationships between Instagram users may drive political engagement on the platform more readily than professional communicators, including members of political candidates’ social media teams. While further research is needed to determine the extent these respondents’ behaviours are reflected nationally, this finding does highlight the possibility that social capital may play a greater role than political, industry, or third-sector financial resources in political engagement on Instagram.

Respondents’ wide-ranging motivations for political engagement could signal the prospect that such activity is not prompted by a single desire or use. Rather, this breadth may be brought about by a range of overlapping and sometimes tangential factors, to fulfill a span of different gratifications, some entirely unrelated to politics. Yet, it is also notable that respondents were most aligned with the suggestion that their engagement was motivated by a drive to increase political knowledge. This finding could suggest that, despite the breadth of content on the election available across Canada’s media environment, respondents still felt as though they lacked a complete picture of their political options.

As the subset of data that informed this study was not nationally representative, this study was limited in that it could only provide initial indicators on how Canadians might use Instagram to engage politically.

What’s next

1. Civil society groups whose mandates include digital literacy should integrate a discussion of political engagement on Instagram into program materials and initiatives. As young people are more active users of the platform, these efforts should target teenagers and young voters. These initiatives might address how these groups can meaningfully develop their political knowledge and participation on Instagram, as a way to become more engaged citizens.

2. Civil society groups that share nonpartisan political information online should consider how they can most effectively use Instagram to disseminate this content. This study raises the possibility that individual users may be more inclined to engage politically on the platform with people from their offline social circles. These organizations may want to consider strategies that encourage individual users to screen-grab or otherwise independently disseminate civil society groups’ content, to better connect with individual Canadians.

3. Future research should use alternative methods to investigate the questions raised in this study. In-depth interviews, for example, would allow participants to describe in detail how they engage politically on Instagram, and what motivates them to do so. Such an approach would also allow researchers to probe respondents further on motivations that are distinct from those outlined in this survey.

4. Researchers should study how Canadians use Instagram to engage with political information related to the federal government’s mandate and ongoing activities outside of campaign periods. How does this engagement reflect or differ from the engagement that takes place during an election campaign?
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What we wanted to know

During election campaigns, citizens can access tons of political news. But how do they assess the quality of online news? This study investigates whether citizens’ confidence and understanding of online news are impacted by 1) its source (i.e. who shares the news) and 2) its presentation format (i.e. how it is presented). Following the *Canada Elections Act (Canada, 2019)*, news media must meet certain standards when they publish public opinion polls during federal election campaigns: notably, a certain amount of methodological information (e.g., the name of the pollster, the sample size and the margin of error) is required. However, previous research has shown that it is a challenge for journalists to accurately interpret margins of error when they make claims about the actual state of the race between parties (*Pétry and Bastien, 2013*). It is important to understand citizens’ ability when it comes to interpreting pre-election polls in online news. **We examine:**

- Whether who shares information about methods and how the information is shared have an impact on citizens’ perceptions of the news.

How we did it

- Survey experiment: embedded in the 2019 Canadian Election Study which ran from September 20th to 28th, in total there were **5329 (eligible to vote) respondents** who took the survey.

- Experiment: Respondents were exposed to a **Facebook-style post** showing a (real) pre-election poll.

  - We **compared citizens’ perceptions** (reliability of the news, etc.) depending on what information they were exposed to in order to understand what the effect of news source and amount of methodological information displayed is.

  - The treatment that respondents were exposed to was assigned randomly and varied both on two features: the source of who disseminated the news (either CBC/Radio-Canada or an ordinary citizen named Michael Forrest) and the amount of methodological information displayed (none, some, or a lot).

  - Because of the random attribution, these differences are the only things that differ across the groups.
UNDERSTANDING THE DIGITAL ECOSYSTEM

DIGITAL ECOSYSTEM RESEARCH CHALLENGE

Key terms and what they mean

Source of the online news

Individual or organization who disseminated the news. In treatments 1, 3, and 5, the election poll results appear to originate from CBC/Radio-Canada, the news media trusted by the largest proportion of Canadian population (Brin 2019), whereas they look like they have been shared by an ordinary citizen in treatments 2, 4, and 6.

Methodological information in the news

Confidence intervals and methodological note about the survey, as required by the Canada Elections Act. In treatments 1 and 2, no methodological information is displayed. In treatment 3 and 4, the margin of error is graphically shown. In treatment 5 and 6, the margin of error is graphically shown along with a detailed methodological note. Figure 1 displays treatments 1 and 6 to illustrate these differences.

Perceived reliability

Confidence of respondents into the reliability of the poll results that they were exposed to.

Perceived state of the race

The party, if any, citizens believe is ahead according to the pre-election poll results that they were exposed to.

Ban support

Opinion of respondents about the relevance of prohibiting the publication of the new pre-election polls during the last week of the campaign.

Figure 1. Treatments 1 and 6 in the survey experiment

Note: This data comes from a telephone survey of 1,935 Canadian citizens conducted by Mainstreet Research between Sept. 13-15 on behalf of iPolitics and Groupe Capitales Médias. The margin of error is +/-2.2%, 19 times out of 20.
What we found

First, a clear majority (69%, n=4693) of respondents believed that the poll was reliable. Second, although there was no party that had a statistically significant lead in the poll, about 80% (n=4685) of the sample thought one party was leading. Third, although surveyed Canadians found the information reliable, about 60% (n=3817) of them agreed with the statement that they should be banned in the last week of the campaign.

Did the addition of the margin of error in the graph and a detailed methodological note have an impact?

As shown in Figure 2 (panel b), there was, again, no substantial difference on perceptions of polls’ reliability, ban support and which party was ahead (not shown). These results held among many different types of subgroups based on age, gender, education, political interest, ideology, and partisanship. For instance, the most educated citizens or the most interested in politics are not more sensitive to these treatments.

Did the source of the information, whether it is an ordinary citizen (Michael Forrest) or a credible news organization (CBC/Radio-Canada), make a difference?

As shown in Figure 2 (panel a), it did not. There was no substantial variance in terms of perceptions of reliability and polls’ restriction. It is also worth noting that it did not affect citizens’ propensity to claim that one party was ahead (not shown in Figure 2).

Figure 2. Canadians’ opinions of pre-election polls’ reliability and their regulation
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Source of the news
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Mean (0 to 1)
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The results should motivate us to understand why a layperson is perceived as equally reliable as a professional news media organization when providing information. This is quite odd inasmuch as CBC/Radio-Canada, featured in our experiment, is perceived as the most credible news media organization by the largest proportion of Canadians. This suggests that citizens are far from immune to “fake news” and disinformation, which can easily be shared in the digital public sphere by a layperson.

We should be concerned that the application of the Canada Elections Act, that is, providing specific methodological information about a public opinion poll, did not improve citizens’ capability to accurately perceive the state of the race. No party was ahead in the race. However, the fact that neither the inclusion of the margin of error in the graph nor the methodological information enabled citizens to more accurately interpret the poll results warns us that citizens’ news literacy is problematic.

Research testing the source of the news and/or methodological features of pre-election polls using a clean experimental design is very limited (Kuru et al., 2017, 2019), and to our knowledge this is the first such study ever conducted in Canada. Our results are robust and important, but they raise major concerns regarding democratic citizens.

What’s next

1. Support development of news literacy, both through formal and popular education. Citizens have trouble assessing the reliability of online information based on its source: in our experiment, they found the information shared by the public broadcaster as reliable as the news shared by an unknown citizen.

2. Support continuous training of journalists so they are equipped to interpret statistical information or other data generated by research methods from the social sciences. Journalists play a vital role in collecting, interpreting, and assessing the reliability of such information. Our results point out citizens’ lack of ability to interpret the results of election polls, especially when the race is “too close to call”, that is, within the margin of error.

3. Put forward public research on how citizens perceive pre-election polls. They are increasingly popular during election campaigns. Sharing polling information is very easy for any ordinary Canadian, who can cherry-pick what they want to present. Our results are worrisome for Canadian democratic citizenship and so future public research should shed light on these issues.
Flow of Disinformation and Misinformation
A strong democracy requires voters to have access to trustworthy information about their government, candidates and their promises. Traditionally news media play a key role in keeping the public informed but the spread of misinformation and disinformation online increasingly challenges this foundational role.

Misinformation is the spread of false information inadvertently while disinformation is false information intentionally and maliciously created, spread and manipulated (Weedon et al., 2017). The European Commission describes online disinformation as “using social media to control the political narrative or to radicalize, recruit and direct proxy actors” (European Commission, 2015).

False information can be created for financial, political, social and psychological motivations (Wardle, 2018) and spread by a variety of actors including governments, for-profit companies, social media platforms, mainstream and alternative media outlets and audiences. These actors can challenge the traditional gatekeeping function of established journalists (Bennett & Livingston, 2018).

The flow of false information online is a cyclical process (Bennett & Livingston, 2018), where the audience also becomes an agent of amplification, both wittingly and unwittingly (Duncombe, 2019). Mainstream media then play a role in amplifying false information, intentionally or not, including through fact-checking efforts (Wardle, 2018). Emotion also plays a role in increasing the flow of misinformation and disinformation online, particularly anger and anxiety (Weeks, 2015), as it can depress information seeking, increase selective exposure (Valentino et al., 2008), and decrease the effectiveness of fact-checking (Duncombe, 2019).

Who is running disinformation campaigns? While disinformation campaigns are often associated with foreign (commonly Russian) sources in the form of “information operations” (Bennett & Livingston, 2018), domestic actors can also be involved.

What is the role of platforms and the algorithms they design to support the flow of information online? Social media and search engines play a crucial role in sifting through large amounts of information to surface what people will find useful. They make choices about what is prioritized on people's screens but we know little about how that works and how it is changing.

How do niche/non-mainstream social media sites interact with more mainstream social media sites and online news publications? A lot of social media research is focused on Twitter and Facebook because data is more easily accessible from these sites. However, to understand the overall ecosystem of false information in Canada, research is needed on these other social media sites.

How can news media and journalistic sources avoid amplifying false information? Guidelines and strategies are needed to help mainstream media determine when they should cover potential false stories.

What issues are most important to Canadians? What issues incite the most emotional reactions among Canadians? There is a lack of study into the specific Canadian context.

False information can originate in non-mainstream internet spaces before inserting itself into the Canadian election discourse on social media and online news platforms. Alt-right media in Canada adapts their communications styles to mainstream and non-mainstream media sites to recruit members and strengthen their communities using different digital platforms (Elmer, et al.). PAGE 58

Emotionally charged issues in Canada, such as national identity, racism, and free speech, are expressed on social media both directly and indirectly through “deep stories”. National and historical narratives lay the groundwork for emotional flashpoints, which can contribute to political polarization on social media (Boler). PAGE 62

Media manipulation campaigns employed polarizing issues, including immigration and racism, to provoke strong reactions. However, these campaigns were not amplified by the Canadian mass media system and thus failed to become viral (Donovan, et al.). PAGE 66
Fringe Politics: The Deep Web’s Impact on the 2019 Canadian Election
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What we wanted to know

We investigated how political memes, language, and shared political objects (videos, photos, images, graphics, posts, etc.) from fringe websites became insinuated into mainstream political conversation on more established social media platforms and news properties in discussions of the 2019 Canadian federal election. In contrast to the popular theory of “fake news” as the product of foreign interference, our hypothesis was that much of the democratically disruptive content making its way to social media and news platforms originates on non-mainstream internet spaces such as 4chan/pol/ and Reddit. There is a distinct lack of critical scientific study inCanada about how extremist content makes its way on to mainstream platforms during election cycles; how this content is picked up by commentators on mainstream platforms; and the effect that this has on contemporary political debates and elections. This study provides insight on how marginal political actors’ dark web content intervened, or was actively co-opted by other political interests and groups, to influence the fall 2019 election. The findings will contribute to ongoing discussions about the governance and regulation of elections, political parties and candidates in the context of online media properties and platforms.

This overall study was further broken down into four distinct projects:

- The first project focused on how GoFundMe campaigns have emerged as sites of electoral debate and fundraising, particularly on the part of individual, non-partisan individuals and some candidates.
- The second project investigated how “adversarial citizenship” in Canada is being produced during the federal election through a set of online media practices.
- The third project investigated Rebel Media’s rapid ascension as both a major entity within the Canadian media sphere and the global “alt-right” media sphere. The project asked: is there an intersection between the affordances of new media platforms and the dissemination of “alt-right” ideology? What is the “style” of this new alt-right media sphere?
- The fourth project developed distinct behaviour-based archetypes that describe and qualify the varying types of conservative or far-right users that engage with content on mainstream as well as fringe websites.
**How we did it**

- **Software-assisted digital methods** *(Rogers, 2015)*: Using manual and automated software, we scraped data from internet platforms (such as GoFundMe and Reddit) and tracked the circulation of digital objects (e.g. memes, videos, posts, and links) from one platform to the next. This method is also referred to as ‘cross platform studies’ *(Elmer & Langlois 2013)*.

- **Online discourse analysis**: analyzed images and text to understand ideological and rhetorical strategies.

- Qualitative **ethnographic** analysis of online users.

**Key terms and what they mean**

- **Adversarial citizenship**: A set of practices charged with feelings of anger, hostility, fear, and resentment towards an imaginary enemy, as reflected in online platforms by doxing, disinformation, and hate speech.

- **Archetype**: A category of user-type that indicates similarity in terms of political beliefs, social features and positionality (age, gender, economic status, personality, technical literacy, etc.). In this project, archetypes are based on detailed qualitative observation that indicates patterns of behaviour and worldview.

- **Fringe financing**: Within the context of electoral financing, pertains to the use of alternative modes of accruing donations for political and electoral goals, such as through GoFundMe.

- **Ideological recruitment**: The processes by which online users are drawn to identify with the logics, narratives, and rhetoric of varying far-right belief systems.

- **Vox pop**: A style of YouTube video wherein a host attends a public political event and attempts to interview attendees in the spur of the moment. This style is popular on alt-right commentary channels, especially the Rebel.

- **Reactionary media**: Non-mainstream media entities whose primary product is political commentary reacting to contemporary cultural and political issues. The politics on display are often themselves reactionary.

- **Alt-right**: Qualifies contemporary forms of political conservatism differentiated from “New Right” movements of past neo-conservativisms. The contemporary “Alt-Right” is characterized by a rejection of traditional conservative and liberal politics, progressive knowledge, and governance structures. They hold values rooted within but not limited to white supremacy, denial of minority rights and equity initiatives, and anti-immigration sentiments.

**What we found**

Our findings reveal that profound changes are under way in how different digital platforms — be they established media institutions (e.g. the CBC), social networking sites (Facebook, Reddit), crowdfunding platforms, or fringe, alt-right media — are mobilized by alt-right political actors in Canada. Alt-right movements are proficient at multiplying site-specific communicative strategies to both recruit new participants and strengthen their existing micro-communities.

Alt-right discourse online generally tends to present a profound sense of socio-economic betrayal from the state, which is further seen as symptomatic of a Canadian nation in existential crisis. Alt-right members on sites such as Facebook but also on marginal sites like 4chan and Reddit enclose themselves within a negative worldview mired by a pervasive sense of fighting multiple adversaries, from the Prime Minister to immigrants, Antifa, LGBTQ people, and climate change activists.
What we found

This antagonism towards the state and mainstream liberal culture underlies the content and themes of Rebel Media, a YouTube channel and news website founded by Canadian lawyer Ezra Levant in 2015. By crafting “microcelebrities” through the narrative continuities and low overhead of YouTube as a media platform, the Rebel has quickly grown into a key media property of the global “new right new media" along with websites such as Breitbart and the Daily Caller.

Our digital archetype research used qualitative analysis to examine how users engage with right-wing to far-right content on social media sites such as Facebook, Reddit, and CBC article comment sections. This research showed that users often develop shared modes of political communication and habitual online practice which can further cement them within far-right worldviews. Moreover, this work showed how distinct styles of political engagement corresponded to socio-cultural features, including socio-economic status, age, and geographic region (urban vs. rural). From this, we formed “character types” or archetypes that predicted reactions to contentious events, and more generally confirmed that politically charged online engagement shares deep relation with offline life, which has implications for how we address populations or assess the viability of policy changes and suggestions.

On the crowdfunding sub-project, our findings suggest the more successful campaigns are highly linked to other platforms, most notably YouTube. Further, evidence suggests that these highly linked campaigns are more likely to advance distrust of Justin Trudeau’s persona, and contain anti-Islam sentiment or yellow vest rhetoric. (see Figure 1 below).

Figure 1. Theme Distribution: Successful Campaigns
This study confirmed that politically charged online engagement shares deep relation with offline life, which has implications for how we address populations or assess the viability of policy changes and suggestions.

The 2019 election saw the full-fledged arrival of alt-right ideologies and communication tactics, both online and off, at the fringe of political discussions and through established party politics structures.

Political discussion online, especially around federal election time, plays a key role in defining the contemporary state of Canada, in formulating (or attacking) shared values around what it means to be Canadian and in defining how to face complex global issues as a nation. The divisiveness of alt-right tactics and discourses negates the core of this process of formulating shared democratic worldviews.

As elections in other countries have shown, even if the 2019 election did not see a single alt-right candidate elected, we should nevertheless not delude ourselves that Canada, because of its multiculturalism and bilingualism, is immune from the rise of neo-fascist power.

What this means for the election

What’s next

1. Frameworks should be implemented by Elections Canada to better assess sources and amounts of party financing during election campaigns.
2. Lawmakers should conduct broad consultation on the spectrum of online political violence which does not fall under the category of hate speech under current legislation (memes, political commentary and dark humour).
3. Federal government and its agencies should regulate or redesign existing digital platforms to promote healthy civil discourses and protect vulnerable groups and individuals in Canada.
4. Future research should analyze additional crowdfunding platforms such as Crowdpac, Patreon, and Kickstarter. Research should also consider the legal boundaries that alternative financing traverses when used for political ends.

As elections in other countries have shown, even if the 2019 election did not see a single alt-right candidate elected, we should nevertheless not delude ourselves that Canada, because of its multiculturalism and bilingualism, is immune from the rise of neo-fascist power.
Affective Media, Social Movements, and Digital Dissent: Emotions and Democratic Participation in the ‘Post-Truth’ Era

Megan Boler, PI. 1 OISE/University of Toronto, Social Justice Education, Professor megan.boler@utoronto.ca

What we wanted to know

The Cambridge Analytica/Facebook scandal brought to public attention how voters’ emotions are manipulated by targeted digital propaganda. However, this is only one way that politicians, advertisers, and other actors target, incite, and exploit emotions within social media to influence public opinion and election outcomes. Such manipulation commonly seeks to inflame and polarize deep-seated emotions related to racial and national identities. While these ‘post-truth’ politics are increasingly well-documented in the U.S., we know less about the Canadian context and how digital propaganda threatens Canadian democracy. As well, scholars lag far behind corporate and private sectors in understanding emotional manipulation within social media.

To better understand how digital propaganda targets emotions, we are exploring:

- Which emotional expressions and which deep stories are associated with racial and national identity and belonging, in the context of the 2019 Canadian federal election?
- How do these emotional expressions and deep stories vary across the political spectrum?
- What feeling rules and emotional expressions characterize the different political perspectives/camps within Canada?

How we did it

- Qualitative and quantitative, exploratory, comparative mixed-methods research of emotional expressions within social media: across platforms of Twitter, Reddit, and YouTube. From each of the three platforms, our team manually surveyed approximately 1000 distinct tweets, comments, and posts from each platform. Our quantitative team analyzed 1.5 million tweets, as well as 412,752 comments from Far-Left reddit, and 335,304 comments from Far-Right reddit.
- Discourse analysis of social media discussions related to the 2019 Canadian election
- Sentiment analysis and natural language processing using Vader, Python, and machine learning
- Social network analysis

1 Boler team members: Hoda Gharib, Department of Social Justice Education. Emma McCallum, MA student, Department of Social Justice Education. Michael Primrose, MA student, Department of Curriculum Teaching and Learning. Amanda Trigiani, Ph.D. student, Department of Social Justice Education. Kate Reyes, PhD student, Department of Curriculum Teaching and Learning. Michilin Ní Threasaigh, MA student, Department of Social Justice Education. Sherry Yuan, undergraduate student, Computer Science. Peter Potapchik, undergraduate student, Computer Science. Aakash Iyer, MA student, Mechanical and Industrial Engineering. Minjia Zhu, undergraduate, Industrial Engineering. Lionel Liang, MA student, Mechanical and Industrial Engineering.

2 The research phase of September 2019-March 2020 supported by Digital Ecosystem Research Challenge is but the initial phase of a three-year research project that will compare the Canadian 2019 election with the U.S. 2020 election.
Key terms and what they mean

Feeling rules
The rules regarding which particular feeling(s) may be appropriate within given social settings, which also demarcate the direction, duration, intensity, and/or objects of emotions considered appropriate in any situation (Hochschild, 1983).

Deep stories
The “feels-as-if accounts” that underlie all political beliefs and ideologies. A deep story describes pain, blame, and points to a rescue narrative; it provides an emotional accounting system, establishing an accounting of who deserves sympathy, distrust, shame. “This system becomes a foundation for feeling rules – which establish what we believe we ‘should and shouldn’t’ feel – now a key target of heated political battle.” (Hochschild, 2016, Global Dialogue).

Social justice warrior
A pejorative term for an individual who repeatedly and vehemently engages in arguments about social justice on the Internet.

Cancel culture
This primarily internet-based phenomenon is “an attempt to take away someone’s power and influence when the person in question expresses an ‘objectionable opinion’ or has ‘conducted themselves in a way that is unacceptable.’” (Sung, 2019).

What we found

Our qualitative findings include insights regarding two key areas of relevance to Canadian elections and politics:

(a) hypocrisy and perception of political candidates’ integrity,
(b) political and partisan polarization.

Regarding (a): Anger and perceptions of hypocrisy in relation to revelation of Scheer’s American citizenship were significantly shared across political spectrum regardless of party or partisan differences. By contrast, Figure 1 (below) shows much greater variation in citizens’ anger regarding Trudeau blackface incidents.

Figure 1. Anger linked to perceptions of Trudeau’s hypocrisy with the blackface scandal:

<table>
<thead>
<tr>
<th>Far left</th>
<th>Center and center left</th>
<th>Far right, center right, center</th>
</tr>
</thead>
<tbody>
<tr>
<td>← Sustained anger towards Trudeau and supporters given ‘deep-seated racism’ still unaddressed by Trudeau and Canadian government.</td>
<td>← Little if any anger; blackface incidents ‘insignificant’ given perceptions of Trudeau’s multicultural commitments.</td>
<td>← Pronounced anger towards Trudeau for perceived hypocrisy, overlooked by his supporters.</td>
</tr>
</tbody>
</table>

2 NB: The findings reported are preliminary, as this 4 month analysis reflects the initial findings of a 3 year research project.
What we found

Figures 2 and 3 below represent our findings regarding feeling rules and deep stories that fuel polarization within Canadian politics and 2019 election. The deep stories are rooted not only in current events, but in long-standing perceptions/version of Canadian history, which vary significantly by region (Western, Eastern) and provincial history. Especially notable, Canadian deep stories were less visible within election debates per se than they were within the context of debates regarding Wexit and the firing of Don Cherry, shortly following the 2019 election.

Figure 2. Deep stories animating political perspectives regarding racial and national belonging in each sector of Canadian political spectrum:

<table>
<thead>
<tr>
<th>Far left</th>
<th>Center</th>
<th>Far right</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘We are all settlers on stolen land; the only people who have right to complain about immigrants are First Nations, Inuit, and Métis peoples. Borders are a tool of oppression because capital is able to move freely across them while people are not. We have a moral obligation to resettle as many refugees as possible. Canada’s migrant worker programme is exploitative -- if we need to import workers, they should be paid living wages, offered citizenship, and a social safety net.’</td>
<td>‘Canada is a nation of immigrants and a global model for multiculturalism because we value our cultural mosaic. We are a tolerant people as evidenced by our history from the North Star Underground Railroad to UN Peacekeeping. Sure, Canada’s not perfect, but we are way better than most other countries (especially the US and those places with dictators).’</td>
<td>‘Canada was better off back when “we only let in Europeans and the odd Asian”. Current immigration should accept far fewer immigrants, and only through proper channels; need to ensure those admitted are from ‘compatible cultures’, already educated and prepared to work (hard and for low pay); immigrants must be willing to assimilate fully into, display appreciation for, and not try to change, the dominant culture.’</td>
</tr>
</tbody>
</table>

Table 3. Feeling rules and predominant emotions related to narratives of national and racial belonging vary across the political spectrum. These include the following, across the Canadian political spectrum:

<table>
<thead>
<tr>
<th>Far left</th>
<th>Center left</th>
<th>Center</th>
<th>Center right</th>
<th>Far right</th>
</tr>
</thead>
<tbody>
<tr>
<td>★ Anger that Canadian multiculturalism overlooks structural and systemic racism.</td>
<td>★ Shame regarding racism in Canada.</td>
<td>★ Shame and surprise regarding Trudeau’s blackface and comment on Singh’s turban; perception that these racist acts are ‘exceptions’ rather than reflecting systemic racism in Canadian culture.</td>
<td>★ Anger about Trudeau’s hypocrisies.</td>
<td>★ Intense national pride.</td>
</tr>
<tr>
<td>★ Hopeless regarding genuine conversation about systemic racism.</td>
<td>★ Outrage about Don Cherry’s racist comments.</td>
<td>★ Anger regarding Trudeau’s and Scheer’s hypocrisies.</td>
<td>★ Outrage about Don Cherry being fired.</td>
<td>★ Disgust and anger with ’cancel culture’ and perceived silencing of ‘free speech’ by ‘social justice warriors’.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>★ Hopeful and empathetic regarding these ‘learning moments’ and possibility for cultural change.</td>
<td></td>
<td>★ Dismissal/annoyance towards political correctness and climate change hysteria.</td>
</tr>
</tbody>
</table>
As our findings regarding deep stories and feeling rules evidence, to understand how political communication mobilizes emotions over social media it is crucial to consider both the micro-level creation and recreation of narratives through posts and comments on social media, as well as the more abstract and macro-level (and historical) narratives which structure the Canadian political spectrum. This interaction between macro- and micro-levels means that highly-charged issues like national identity may not be expressed directly, nor expressed directly in relation to the election per se.

In the Canadian context, highly-charged issues like national identity and polarized views regarding racism and “free speech” became more apparent in the discourse surrounding unexpected events. After the 2019 election, the debates regarding Wexit and the firing of a long-time sports commentator Don Cherry, served as flashpoints that provided greater clarity regarding the concerns that polarize Canadian voters.

Canadian voters have high expectations that politicians behave with integrity, and are offended and angered when they perceive hypocrisy in politician’s behavior, actions, and pasts.

Our investigation of deep stories and feeling rules reveals the extreme complexity of factors that contribute to political polarization, and the challenge of understanding such polarization. Political polarization is not only caused by an inability to speak across political divides, but by an inability to feel across these divides. This means that those researching elections must pay attention not only to the emotional flashpoints, but also to the manifold historical, cultural, and political factors which lay the groundwork for these flashpoint to occur.

Limitations related to our project:
At present, there are very few studies that use this “mixed-methods” approach; as well, there are very few studies that focus specifically on Canadian social media. Finally, we have discovered that the ‘deep stories’ in Canada are much less obvious than the deep stories in U.S. political social media. All of these have factors have posed limitations and challenges to our research.

What’s next

Policies and publics need to consider:

1. Developing media education and media literacy to include focus on understanding digital propaganda and specifically, the manipulation of emotions.

2. Supporting investigative journalism into disinformation that includes research into how political and corporate advertising aims to influence voters’ emotions within social media.

Future research needs to consider:

3. Developing nuanced, mixed-method models for sentiment analysis. Quantitative tools of sentiment analysis are extraordinarily rudimentary, and have extraordinarily low accuracy rates—often only 60% at best. Claims made on the basis of quantitative methods of sentiment analysis/NLP alone should be viewed skeptically, and should be validated through manual and qualitative coding.

4. Investigating differences in the feelings rules and emotions of voters, particularly in terms of how these vary based on political perspective. To say ‘voters are angry about x’ misses critical differences in how the political function of an emotion may vary depending on political party, for example. There is no singular meaning of ‘anger’ in a political context. What voters are angry about and how that anger shapes voters’ attitudes varies greatly, depending on political stance and identity.
Media Manipulation, Memetic Campaigns, and the 2019 Canadian Elections

Joan Donovan
Director and Lead Researcher of the Technology and Social Change Research Project at the Shorenstein Center for Media, Politics and Public Policy, Joan_Donovan@hks.harvard.edu

Brian Friedberg, Senior Researcher
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What we wanted to know

The Technology and Social Change (TaSC) research project at the Shorenstein Center investigates media manipulation campaigns, trends, and techniques that seek to influence politics and culture. Throughout the Canadian electoral cycle, researchers at TaSC tracked the life cycles of media manipulation campaigns. These campaigns were propagated by a mixed group of actors, including political operatives, social movements, junk news agencies, and unaffiliated trolls. Given that disinformation campaigns peak during elections, our analysis culminated in three particular case studies that responded to the following questions:

- Was there a discernible pattern to media manipulation efforts? How did disinformation spread and adapt throughout the 2019 election cycle?
- What kinds of media manipulation campaigns were attempted? What were the methods of response? Have responses, if any, been successful?
- What manipulation trends and techniques were employed?
- Were there any evident or traceable effects of the media manipulation campaigns?

How we did it

- **Digital Ethnography and Open Source Intelligence (OSI)** (Colquhoun, 2016): We identified and documented misleading or false stories and memes with high engagement by analyzing communities on Reddit, Facebook, Twitter, YouTube, and anonymous message boards. We mapped the cross-platform spread of these materials by manually reviewing the content of these websites and platforms, and used OSI to establish the provenance of materials.

- **Social Media Monitoring and Media Content Analysis**: Using MediaCloud, Crowdtangle and Netlytic, we gauged the scale and spread of particular stories, memes or slogans on Twitter and Facebook, and minor platforms like Gab and 4chan.

- **Collaboration with Journalists**: Hosted an election-day “situation room” with reporters from Buzzfeed Canada, where we vetted potential disinformation in real time to support journalists reporting on elections.
Key terms and what they mean

**Disinformation**
False or misleading information spread for the purpose of deception, including inaccurate statements about public figures, falsified news stories, or viral hoaxes.

**Memetic Campaign**
Memes are an integral part of contemporary visual communication and can be found on any platform that allows the sharing of text, images, or video. Meme campaigns are the organized sharing of sticky slogans and images to influence public opinion. These campaigns are often authorless and decentralized, thus making them difficult to attribute to a single source.

**Media Manipulation**
A loosely affiliated and/or coordinated effort to create misleading media coverage and falsely influence public perception using networked communication technologies.

**Brigading**
A manipulation technique used to shape public perception by positively or negatively affecting engagement metrics on partisan content by overwhelming comment sections on news articles, tweets, and posts. Brigading can occur organically when someone shares an unpopular opinion that is widely reacted against by individual users, or it can be orchestrated by using fake accounts or botnets at scale.

What we found

We examined three cases of media manipulation and meme campaigns during the Canadian election, each of which provoked responses by the mainstream press. These cases followed discernible patterns, depending on the themes, scale, and scope of the campaign. Our life cycle model illustrates how campaigns are planned, spread, elicit reactions, and adapt to changing conditions. These three campaigns failed to provoke mass attention and, thus, evaded response from platform companies while amplifying disinformation and extremist content.

Importantly, studying failed manipulation attempts can shed light on new counteractions for disarming the weaponization of social media. Using digital ethnography and OSI techniques, our research explores the production and distribution of disinformation qualitatively. By following manipulation and memetic campaigns across platforms directly through real-time tracking, we provide insight into the tactics employed by a rising tide of bad actors and extremist movements online. By cataloguing their campaign cycles, our research seeks to name patterns of abusive behavior—such as networked harassment, algorithmic manipulation, and hoaxing—that may be better regulated by platforms and legal bodies.

To analyze a case study, we map the life cycle of a media manipulation campaign through five phases: (1) initial phase of ideation and discussion, (2) seeding the campaign across social web and platforms, (3) challenges by journalists, platform companies, activists and regulators, (4) observable changes in the media ecosystem, and finally (5) adaptations by media manipulators to the new environment. Many media manipulation campaigns fail to garner significant responses from more powerful actors, so in our case studies we did not find evidence of responses or changes to the media ecosystem.

The Buffalo Chronicle

*The Buffalo Chronicle* published four anti-Trudeau articles between October 7 and 17 based on false rumours and conspiracies circulating on social media, including an alleged scandal stemming from Trudeau’s time teaching at West Point Grey Academy; allegations that Trudeau faked security threats during the campaign; and a rumour that the RCMP would be charging Trudeau in connection with the SNC Lavalin scandal (“RCMP plans to charge Trudeau with obstruction in SNC Lavalin affair, following federal elections,” 2019; “RCMP source says ‘security risk’ against Trudeau was contrived by PMO staffers,” 2019; “Trudeau accusor lands a seven-figure NDA to keep quiet about West Grey departure,” 2019; “Trudeau is rumored to be in talks with an accusor to suppress an explosive sex scandal,” 2019). The site paid to promote these articles on Facebook to drive engagement, and the content was also shared on social media in conservative, conspiratorial, and far-right communities (Silverman et al., 2019). Each was quickly debunked in the mainstream press, after which a new article with a different piece of misinformation was published and promoted (Lytvynenko et al., 2019). The Buffalo Chronicle Facebook page and website were not subject to any significant response and the articles remain online.

We approached the Buffalo Chronicle as a single case study overall, but also pursued the three specific false rumours/conspiracies it promoted as embedded cases. Each provided insights on how disinformation develops and spreads—following the discernible “life cycle” pattern noted above—but also as to tactics and techniques used by various actors to do so.
What we found

This can be seen, for example, with the false West Point Grey Academy scandal story:

1 **Seeding/Ideation:** This false scandal was first “seeded” online via posts and content by various actors on different social media platforms and political websites, including Twitter, Youtube, and Reddit, as early as 2018. Additional related rumours about Trudeau’s time at West Point Grey Academy were also posted on websites as early as 2015.

2 **Seeding Across Web/Platforms:** Varying posts/tweets repeating similar “rumours” on these platforms continued through 2018 and 2019, but had limited reach until the election period, when more influential sites and social media actors, particularly right-wing media sites and accounts on Twitter, Facebook, and YouTube, amplified it after the Trudeau blackface/brownface scandal came to light on September 18.

3 **Challenges/Responses by Journalists / Politicians:** actors associated with mainstream media outlets, including a journalist with The Globe and Mail asking Trudeau directly about the scandal in a press conference, amplified the rumoured scandal in early October. Mainstream political parties did so as well, as the Conservative Party of Canada issued a press release on October 7.

4 **Changes to Information Ecosystem:** On October 4, the headmaster of West Point Grey Academy during Trudeau’s time there issued a statement denying the rumoured scandal and clarifying the circumstances surrounding Trudeau’s departure. In the days following, multiple mainstream media outlets debunked the rumoured scandal.

5 **Adjustment by Manipulators:** various influential actors and sites on various platforms, particularly Twitter, adjusted by amplifying new (not yet debunked) rumours about Trudeau, or (as in the case of The Buffalo Chronicle) published “new” false rumours about the scandal despite the denials/debunking, or moved on to different false rumours and conspiracies about Trudeau.

Among the key findings here were recurring tactics and techniques in these cases. Among the more effective were:

1 **“trading up the chain”,** (Krafft & Donovan, 2020; Marwick & Lewis, 2017) which involves various actors formulating themes, narratives, rumours, and/or ideas in one context, such as Twitter or a Reddit thread—usually with smaller audiences or followings—and then shifting these narratives to other platforms or contexts in order to gain interest or amplification from more influential actors, like news outlets or right-wing social media figures, for greater impact;

2 **amplification,** where platforms, news outlets, or other actors with larger audiences/following report on, cover, or repeat disinformation, increasing its audience and impact (Donovan & Boyd, 2019); and

3 **manipulating frames,** (Marwick & Lewis, 2017), wherein actors reframe media narratives, news, and/or information to continue propagation, amplification, or “trading up the chain”.

We also found that, despite the intensive media coverage the Buffalo Chronicle received for creating and spreading disinformation during the election, it was not, in fact, primarily an originator of disinformation but an amplifier of previously seeded, framed, and amplified false rumours and conspiracies found on social media. If anything, the Buffalo Chronicle was effective at identifying such false stories, slightly manipulating the framing of the story or scandal, and amplifying them through established channels.
What we found

Racist Trudeau Memetic Campaigns

1 We documented several memetic campaigns to create and distribute crudely doctored photos of Trudeau in black- or brownface and different racist consumes (MacPherson, 2019).

2 Many of these memes originated on Reddit and 4chan and were later shared more widely on Facebook, Twitter and Instagram. By tracking communities that produce political memes during election cycles in real time, we observed how memetic campaigns adapt to breaking news cycles, while evading content moderation (Green, 2019).

3 Though largely ignored by politicians, mainstream press provided some more critical commentary on these memetic campaigns, with The Star Vancouver declaring Trudeau had “lost the meme war” (Peng, 2019).

Again, as with the Buffalo Chronicle case study, we treated this as a single overall case study, but then also pursued individual instances of faked or racist Trudeau photos memes as embedded case studies, including “Trudeau as Hitler” memes or cheap fake “new” Trudeau blackface photos. To varying degrees, we found these instances followed some stages of the “life cycle” pattern above, but, as noted, were often ignored by media and politicians, possibly because there was little coordination among actors involved. Images were seeded and shared by a smaller number of actors—often from far-right communities on Reddit. It may also be the case that media outlets and larger social media accounts were engaging in “strategic amplification” (Donovan & boyd, 2019), or strategic silence, in ignoring these memes as their content was often blatantly racist or easily debunked.

We found key tactics and techniques here to include “trading up the chain,” whereby memes were created in one context, like Reddit and then moved to others. Use of “cheap fakes,” that is, editing photos in simple, cheap, and unsophisticated ways, that convey false information or messages. Here, actors cheaply edited photos of Trudeau to create fake images of Trudeau in “Nazi uniform” or fake black- and brownface photos.

People’s Party of Canada (PPC) YouTube Brigading

We monitored YouTube closely, and selected videos discussing Trudeau or Bernier from five mainstream Canadian news YouTube channels—The Globe and Mail, the Toronto Star, the National Post, CBC News and CTV. Videos featuring Bernier, or discussing Bernier and/or the PPC, were positively brigaded, where top-rated comments were supportive of the candidate. Videos featuring Trudeau, or discussing Trudeau and/or the Liberal Party, were negatively brigaded, where top-rated comments were critical of the candidate and party. Our findings suggest that positive online engagement did not directly correlate to voting outcomes, as Bernier and his party lost all elections (Ling, 2019). However, positive social media engagement compelled mainstream journalists to cover the PPC, and continued to attract more journalists to wedge issues central to this party.

---

1 The Globe and Mail. URL: https://www.youtube.com/user/TheGlobeandMail; Toronto Star. URL: https://www.youtube.com/TorontoStar; National Post. URL: https://www.youtube.com/user/nationalpost; CBC News. URL: https://www.youtube.com/user/cbonews; CTV News. URL: https://www.youtube.com/ctvnews.
Particular polarizing issues, including immigration and racism, provoked strong reactions in this election cycle. Part of the challenge was Trudeau’s widely publicized history of black- and brownface incidents, which created a media ecosystem ripe for exploitation by bad actors seeking to spread false rumours, confusion, and even hate. Moreover, our study of YouTube brigading in favor of the People’s Party of Canada illustrated how a small number of influential online actors, often with ties to the far right, were able to amplify, drive, and set mainstream media agendas on specific wedge issues, all hallmarks of disinformation campaigns. Nevertheless, our study found no evidence to suggest that any manipulation campaign impacted the election’s integrity or produced unexpected electoral results. In fact, Canadian reporters seemed to be attuned to the threat of amplifying falsehoods and were strategically silent on some potentially viral stories (Wardle, 2019).

For ethnographic researchers, there remain important limitations when studying the intent and impact of disinformation and memetic campaigns. First, without access to subjects, we cannot always ascertain motivation for spreading disinformation or racist material, particularly among pseudonymous communities. Second, measuring the distribution of disinformation or memes is limited by the available social media analytical tools, which rely on access to major platforms. Finally, we cannot definitively state that we identified and catalogued every instance of disinformation relating to the Canadian elections, just those with visible effects on social media and mainstream press.

**What’s next**

1. **Further research on far-right extremism in Canada**
   The resurgence of far-right mobilization requires a committed federal strategy for countering extremism and radicalization online. To help formulate this strategy, we recommend more research into how far-right extremist movements amplify and spread disinformation to reach their political goals. This should include cross-sector collaboration, and continued accountability to marginalized communities that are the targets of disinformation.

2. **Better training for journalists covering far-right movements and disinformation**
   Journalism is caught in a paradox with online disinformation. Journalists are both the first line of defense against disinformation and also a major target for malicious actors who want to spread manipulation campaigns. Attempts to manipulate racial discourse are particularly difficult to navigate for journalists. We recommend that journalists covering far-right movements take deliberate and strategic steps to avoid spreading disinformation in their coverage of hate movements.

3. **Improved access to platforms’ data for journalists and researchers studying disinformation and media manipulation**
   While social media analysis tools, like Crowdtangle and Netlytics, offer some insight into how disinformation spreads online, data showing the full distribution on social media platforms is not available for outside auditing. Capturing the true spread of disinformation and hate speech online for academic research requires greater transparency from platform companies so that researchers and civil society groups can audit the impact of unchecked misinformation.
Agenda Setting and Issue Framing
What you need to know

The battle to set the topic and tone of public discourse during an election is paramount for all campaigns. Agenda-setting and issue framing are two key strategies for impacting what topics are on the minds of potential voters, largely via news media and social media dissemination and discussions.

Each political actor in a campaign has their own agenda of issues and topics they care about and that they want the public to be aware of. Agenda-setting is the process by which certain issues become more salient in public discourse. The idea here is that news media, for example, can tell the public what to think about, but not what to think (McCombs & Shaw, 1972). While they are not the only agenda-setters, what the news media covers during election campaigns impacts the salience of attitudes towards specific political issues (Entman, 1993). Issue framing describes the practice of the media placing emphasis on certain aspects or angles of an issue to promote a particular interpretation (Scheufele & Tewksbury, 2007). Issue framing has been studied in the context of both mainstream news media and social media (Wasike, 2017). Political actors use issue framing as a rhetorical strategy to emphasize specific aspects of an issue to support their own position (Riker et al., 1996).

In the past, broadcasters played the central role in agenda setting and issue framing. However, social media is more dynamic and interactive. For example, politicians who post on social media in reaction to news media and broadcasters who then cover these posts exist in a cyclical or symbiotic relationship where both are agenda setters and issue framers (Conway et al., 2015).

What we still don’t know

- How do agenda-setting and issue framing work across different online platforms? Much work compares Twitter to online news articles (Egbunike & Olorunnisola, 2015) but less has been done comparing the effects across different social media platforms.
- Do agenda-setting and issue framing techniques and impacts vary by issue? Agenda setting and issue framing practices vary widely on different online channels (social media platforms and online news publications), when published by different actors (politicians, activists, interest groups) and when covering different issues. Since these practices cannot easily be generalized, more research is needed on an issue specific basis.

What you’ll learn from the projects

- Public opinion suggests climate change and environmental issues were important issues to Canadians during the 2019 federal election. Social media posts about climate change and environmental issues by party leaders and supporters differed by political party (Boulianne, et al.). PAGE 74
- As compared to newspaper headlines, Twitter framed the issue of migration in Canada in predominantly negative terms, specifically migration was framed as threatening, fearsome and hostile. These findings demonstrate how social media environments can shape the public discussion of socio-political issues (Walsh, et al.). PAGE 78
- Political party leaders use moral rhetoric to frame key election issues according to their party positions. While appeals to moral rhetoric are used by all party leaders, its application differs for each party across key issues including for example the Trudeau Blackface scandal and the environment (Lalancette and Gosselin). PAGE 82
- Discussion about Indigenous issues by political candidates during the 2019 federal election differed according to political party. Overall, Indigenous issues did not stand out as a key election issue on Twitter, suggesting this was a missed opportunity to engage in a conversation on Indigenous issues (Savard, et al.). PAGE 86
- Indigenous candidates frequently discussed environmental issues and Indigenous specific issue topics including missing and murdered Indigenous women, UNDRIP and reconciliation. A major issue theme identified in Twitter conversations about Indigenous candidates was around fraudulent claims of Indigenous identity which fueled harmful discourses (Leonard, et al.). PAGE 90
Climate Change, Social Media, and Political Parties

What we wanted to know

In 2018-2019, world leaders wavered on their commitments to international climate change agreements, while millions of people marched in the streets to encourage action on climate change. These international events, as well as domestic debates about pipelines and the economy, contributed to climate change being a key issue in the 2019 Canadian federal election. Existing research demonstrates that climate change views are highly correlated with political affiliation (Boulianne & Belland, 2019; Hornsey et al., 2016). We used survey data to examine how environmental concerns and climate change opinions factored into people’s voting preferences leading up to the election. Then, we examined political leaders’ posts on Facebook, Twitter, and Instagram to determine the frequency with which they posted about climate change. Our research question:

Are there party differences in attention to and concern about climate change?

How we did it

Survey data collected from an online panel of 1,500 Canadians, September 2019.

Social media posts by five political leaders, collected using CrowdTangle and Rtweet, July 22 to October 22, 2019.

Key terms and what they mean

Party support
Survey respondents were asked a series of questions about which party they were thinking of voting for in the upcoming election. People who said they were undecided were further prompted with a question about whether they were leaning toward a party and if so, which one. The question was asked differently in Quebec, as the Bloc Québécois was included in the response options. People’s Party of Canada was not offered as an option and made occasional appearances in the “other party” category.

Importance of climate change
Survey respondents were asked, “How important are candidates’ positions on environmental issues when making your choice about which party to vote for?”

Concern about climate change
Respondents were also asked about their level of concern for environmental issues generally and about climate change specifically. The responses were identical. For brevity, we present the responses to the question specifically about climate change.

Climate change related social media posts
We searched social media posts for references to "climat" which covered references to climate change in both English and French. Two human coders reviewed each reference to confirm that the reference related to climate change.
Environmental issues were important for Canadians in this election. Figure 1 demonstrates that very few Canadians (1 below; lightest colour in graph) reported that candidates’ environmental positions were “not at all important” when making their voting decisions. The average score for importance, on a scale ranging from 1, “not at all important,” to 7, “very important,” was 5.

Figure 2 outlines how party supporters differed in their views about the importance of candidates’ positions on environmental issues. Conservative Party supporters considered the environment to be less important, on average, than supporters of other parties. Undecided voters were also distinctive in the low degree of importance they attached to the environment.

Figure 2 also reports average levels of concern about climate change. Conservative Party supporters were distinctive in their low levels of concern, on average, about climate change, relative to other parties’ supporters. The average among undecided voters was similar to that of Conservative Party supporters.
What we found

Figure 3 outlines the number of posts that each party leader made to their social media profiles and the percentage of those posts that related to climate change. The study counted English and French versions of the same posts as multiple posts. The study excluded retweets and tweets consisting of quotes from other sources with no additional content.

The study found that the Conservative Party leader posted the least about climate change compared to other party leaders. In sum, Canadians viewed the environment as an important factor in their voting decisions. Conservative Party supporters indicated the environment was of relatively little importance to them when choosing which party to vote for. These supporters were also not as concerned about climate change as other parties’ supporters. Finally, the Conservative Party leader did not post much about climate change on social media, making only a handful of references during the campaign.

<table>
<thead>
<tr>
<th>Party Leader</th>
<th>Facebook Mentions</th>
<th>Instagram Mentions</th>
<th>Twitter Mentions</th>
<th>All Social Media Mentions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andrew Scheer, Conservatives</td>
<td>8 / 158</td>
<td>0 / 191</td>
<td>2 / 774</td>
<td>32 / 308</td>
</tr>
<tr>
<td>Yves-François Blanchet, Bloc Québécois</td>
<td>29 / 92</td>
<td>n/a</td>
<td>0 / 191</td>
<td>12 / 89</td>
</tr>
<tr>
<td>Elizabeth May, Green</td>
<td>68 / 559</td>
<td>0 / 295</td>
<td>29 / 92</td>
<td>90 / 979</td>
</tr>
<tr>
<td>Justin Trudeau, Liberals</td>
<td>131 / 1224</td>
<td>12 / 89</td>
<td>131 / 1224</td>
<td>69 / 242</td>
</tr>
<tr>
<td>Jagmeet Singh, NDP</td>
<td>68 / 559</td>
<td>0 / 124</td>
<td>68 / 559</td>
<td>211 / 1872</td>
</tr>
</tbody>
</table>
The study suggested that climate change and environmental issues were important considerations for voters in the 2019 Canadian federal election. Leaders and supporters of different parties showed varying levels of concern and attention to climate change. The Conservative Party leader and supporters were distinctive in their low levels of attention to, and concern for, climate change. While the leader and supporters aligned on this lower level of importance, a large majority of Canadians were concerned about climate change and environmental issues. As for climate change as a policy issue, supporters and the leader of the party that won the most seats (Liberal Party) had high levels of attention to, and concern about, climate change.

The study’s data were limited by the timeline of survey data collection. We asked about the importance of climate change to voters’ decisions a few weeks before the election. We do not know if voters’ views changed as the election progressed. Also, the survey did not ask about support for the People’s Party of Canada, which is important considering the policy area under discussion. The leader of the People’s Party of Canada was the only leader to deny the existence of climate change. The study did not examine whether supporters of this party also denied the existence of climate change.

Public opinion surveys support making climate change a priority, and suggest that the new government has a mandate to act on the issue.

Future research: examine which social media posts about climate change received more interactions, such as likes, retweets, comments, and shares (Larsson, 2019). This additional analysis will help us understand which initiatives might have greater public support.

Future research: examine all of the leaders’ social media posts to understand which posts receive the most interaction. This additional analysis will help us understand the relative importance of climate change, compared to other policy areas, such as the economy, immigration, and healthcare.
Unlike the U.S. and Europe, since the 1990s, Canada has avoided a nativist backlash, with support for diverse, large-scale migration found across the political spectrum. However, recent developments, whether the rise of the populist People’s Party or growing polarization within the electorate (EKOS Politics 2019), suggest the issue increasingly represents a political flashpoint and source of, often acrimonious, conflict and debate, outcomes that are potentially reflected in and amplified by social media communications (Flores-Yeffal et al. 2019). In assessing the extent of such developments, this study systematically analyzes the participants, themes, and engagement patterns that define online discussions about the contentious and multi-faceted issue of migration during the 2019 Canadian Federal election.

Ultimately, this research investigates the following specific questions:

- How are social media used to discuss migration and refugee issues?
- Which claimants and themes predominate?
- What are digital communications’ implications for the nature and tenor of political discourse and debate?

How we did it

- Analyzed a representative sample of 2273 tweets containing election-related hashtags (#cdnpoli, #elxn43 etc.) and migration-related keywords (immigration, refugee, migrants, etc.) posted during the 2019 election (September 11–October 21, 2019).

- Compared the sentiments and themes that characterize social media communications with newspaper coverage. This included all 215 stories published during the election with headlines containing migration-related keywords. Leading national (Globe and Mail, National Post) and regional (Vancouver Sun, Calgary Herald, etc.) newspapers featured in the database Canadian Newsstream were targeted.

- Evaluated engagement patterns (likes, retweets, etc.) to gauge message influence and impact.
Key terms and what they mean

**Sentiment**

Tweets and headlines were coded to reflect their predominant emotional valence. Statements expressing sympathy and/or support for migrants were coded ‘positive’ and assigned sentiment scores of +1. Statements depicting migration as a threat to, among other things, national security, sovereignty, and identity, were coded ‘negative’ and assigned scores of -1. Factual, neutral, and ambiguous statements were coded ‘other’ and assigned scores of 0. To capture differences in potential visibility, scores were weighted by newspapers’ daily readership and the number of followers per Twitter account.

**Theme**

All negative statements were re-coded ‘risk’ while positive messages were coded either ‘victim’ or ‘contributor’ with the former highlighting migrants’ marginalization and the latter accentuating their societal contributions.

**Engagements**

The number of engagements (‘likes’ and ‘retweets’) per tweet was recorded and used to capture message impact and reception.

What we found

During the election, 63.4% (n=1141) of migration-related tweets contained user-generated content and ordinary citizens posted 78.1% (n=1775) of all messages (Figure 2). Further, 42% (n=973) of tweets were coded ‘negative’ versus 40% (n=904) and 18% (n=396) ‘positive’ and ‘other’. ‘Risk’ was the leading theme in general and, excluding two weeks, throughout the election while positive messages were considerably more likely to emphasize migrants’ vulnerability rather than their contributions (Figure 1).

**Figure 1. Weekly Proportion of Tweets Expressing Positive or Negative Sentiments**

**Figure 2. Profile of Twitter Users**

Note: 42.8% of all tweets were coded Risk versus 31.9% for Victim and 79% and 174% for Contributor and Other (not featured), respectively.

Original content is defined by the percentage of messages that were not shared or ‘retweeted’ from other accounts.
What we found

To contextualize these findings, the average sentiment of tweets was compared with the average sentiment of newspaper headlines. Twitter communications were found to be negative both in absolute and relative terms (Figure 3). To account for differences in message visibility and the number of individuals exposed to specific communications, sentiment scores were adjusted to capture variations in the number of followers per Twitter account. While weighting tweets by audience size increased the mean sentiment, suggesting positive messages were disproportionately posted by more popular accounts and thereby exposed to a greater number of users, tweets remained negative compared to newspaper headlines (Figures 5 and 6). Finally, statistical analysis was conducted to assess whether message sentiment meaningfully influenced engagement patterns. As conveyed in Figure 4, while sentiment had no statistically significant effect on the number of likes, messages coded negative were more likely to be retweeted.

### Figure 3. Mean Sentiment Expressed in Tweets, Headlines, and Public Opinion

<table>
<thead>
<tr>
<th>Source</th>
<th>Mean Sentiment</th>
<th>Weighted Mean Sentiment</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tweets</td>
<td>-0.03</td>
<td>0.23</td>
<td>2273</td>
</tr>
<tr>
<td>Headlines</td>
<td>0.29</td>
<td>0.37</td>
<td>215</td>
</tr>
</tbody>
</table>

Sentiment scores were weighted by multiplying each assigned score by the corresponding number of followers per Twitter account and daily readers per newspaper. The mean was calculated by dividing the sum of weighted sentiment scores by the total number of followers and readers contained in each sample. A one-way ANOVA test revealed statistically significant differences in the mean number of retweets (F=32.0, p<.001) and total engagements (F=8.1, p<.001) across groups. A post-hoc Tukey HSD test revealed that, for retweets, all groups differed significantly at p<.001. For total engagements, post-hoc tests revealed statistically significant differences of p<.05 between the positive and other groups, as well as, differences of p<.01 between the negative and other groups. No statistically significant differences in the mean number of likes across groups was found (F=.70, p=.497).

### Figure 4. Mean Number of Engagements by Message Sentiment

<table>
<thead>
<tr>
<th>Sentiment</th>
<th>Retweets</th>
<th>Likes</th>
<th>Total Engagements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>29.6 (80.0)</td>
<td>13.5 (89.5)</td>
<td>43.2 (150.7)</td>
</tr>
<tr>
<td>Negative</td>
<td>45.6 (78.6)</td>
<td>9.2 (73.5)</td>
<td>54.7 (129.4)</td>
</tr>
<tr>
<td>Other</td>
<td>11.2 (42.2)</td>
<td>11.2 (68.4)</td>
<td>22.3 (108.3)</td>
</tr>
</tbody>
</table>

A one-way ANOVA test revealed statistically significant differences in the mean number of retweets (F=32.0, p<.001) and total engagements (F=8.1, p<.001) across groups. A post-hoc Tukey HSD test revealed that, for retweets, all groups differed significantly at p<.001. For total engagements, post-hoc tests revealed statistically significant differences of p<.05 between the positive and other groups, as well as, differences of p<.01 between the negative and other groups. No statistically significant differences in the mean number of likes across groups was found (F=.70, p=.497).

### Figure 5. Weekly Mean Sentiment Expressed in Tweets and Headlines

### Figure 6. Weighted Weekly Mean Sentiments Expressed in Tweet and Headlines
Our research findings offer, at best, partial and qualified support for claims of social media’s democratic potential. While Twitter was overwhelmingly used by citizens to directly shape political discourse, tweets disproportionately portrayed migration in threatening, fearsome, and hostile terms. Moreover, although positive messages were potentially exposed to more individuals through follower networks, tweets containing negative sentiments were disproportionately retweeted. Thus, despite broadening opportunities for information acquisition and robust political expression and participation, social media also contain illiberal tendencies, with negative, exclusionary discourse displaying outsized visibility and influence.

Additionally, our results suggest that claims of widespread support for diverse, large-scale migration amongst Canadians (Bloemraad 2012, Reitz 2014) are less applicable to digital platforms, with Twitter communications evincing considerable rancor and division. By permitting ordinary people to communicate alongside powerful actors, Twitter offers a barometer of popular sentiment, allowing complex political processes to be documented and reconstructed in entirely novel ways.

In its current form, our research displays the following limitations. First, focusing on a single country and electoral cycle makes it difficult to discern our findings’ uniqueness. Further, without data on users’ political orientations, it is not possible to document ideological cleavages within the electorate. Finally, in the absence of a more detailed coding scheme, knowledge of migration’s thematic framing remains limited.

What’s next

1. To better capture migration’s representation across the political spectrum, future research will consider how specific candidates, political parties, and their supporters approached the issue. Doing so will deepen understanding of migration’s construction as a public issue and identify the extent to which conflict and polarization are shaped by partisan differences.

2. The project’s coding scheme will be elaborated to comprehensively document migration’s construction as a public issue. Beyond identifying the emotional valence and general theme of tweets, future research will also identify how migration in its various forms (permanent/temporary, voluntary/forced, regular/irregular, etc.) is associated with specific topics and frames (economic growth, unemployment, national security, social and cultural identity, environmental issues etc.). Such refinements will assist in developing a wider appreciation of the meanings attached to migration and refugee issues.

3. To document Twitter’s use in distorting communications and circulating misinformation and incendiary claims, future research will employ specialized software to establish the likelihood users are ‘bots’—fake accounts deployed to engineer and manipulate online conversations. When combined with data concerning account type, message theme, and engagement patterns, such information will help establish the extent, profile, and impact of bot activity.

4. Together, the results of this project are relevant to several stakeholders. In addition to helping policymakers monitor and identify shifts in public opinion, its findings can assist civil society groups in developing more efficacious strategies of messaging and persuasion. Finally, by documenting patterns of media manipulation, the project may be of interest to social media platforms themselves.

What we wanted to know

This project explores the moral rhetoric in social media during the 2019 federal election campaign through a qualitative and quantitative content analysis.

Three questions guided our research:

- What moral values do party leaders use on Twitter?
- Does moral rhetoric depend on the ideology of a political party?
- What moral considerations do citizens use to justify their political preferences?

Studies on moral language in politics deal almost exclusively with the American context, showing that moral rhetoric is linked to its bipartisan dynamics. This research explored whether the same moral foundations shape political discourse in the Canadian multiparty system. A portrait of the moral rhetoric used in social media allows us to better assess the importance of language and the moralization of issues within discourses, as well as their role in partisan competition dynamics.
First, we carried out a qualitative analysis of all the campaign tweets from the six main Canadian party leaders (2,630 tweets) posted between September 11th and October 21st inclusively and then proceeded with a quantitative analysis of the citizens’ answers to survey questions on the reasons why they would vote (or not) for a specific leader or political party.

In order to explore the moral rhetoric, we relied on the moral foundations theory (MFT) (Graham, Haidt & Nosek, 2009), which offers six dimensions related to the moral universe:

- Care/harm
- Fairness/cheating
- Loyalty/betrayal
- Authority/subversion
- Purity/degradation
- Liberty/oppression

This theory was used to study the moral rhetoric in social media (Sterling & Jost, 2016), blogs (Sagi & Dehghani, 2014) and tweets (Kaur & Sasahara, 2016; Grover et al., 2019). Other academics have reviewed the impact of moral framings in partisan discourses on the support for public policies (Clifford et al., 2015; Clifford & Jerit, 2013; Severson & Coleman, 2015). These moral dimensions are tied to partisan identity, preferences, and political behaviour. Liberals more often rely on the dimensions of care and fairness, while conservatives tend to highlight authority and purity. The values put forward can also depend on the issue: for example, the sacred dimension of nature can be raised by liberals regarding environmental policy (Frimer et al., 2016).
What we found

The results show a strong presence of moral rhetoric, particularly in Andrew Scheer and Justin Trudeau’s tweets. While the MFT’s moral foundations are not as clearly associated with the left-right political spectrum in Canada as they are in the United States, their use by Canadian party leaders is nonetheless consistent with ideology, as well as with issues more specifically supported by regional or left-wing parties. Among right-wing parties, the use of moral values aligns with a general ideological perspective, without necessarily being anchored to a specific issue.

Present in about 80% of the Liberal and Conservative leaders’ tweets, the value of care/harm is the most commonly used. Loyalty and authority are those most often mobilized by Andrew Scheer and Maxime Bernier. Yves-François Blanchet also refers to authority: his focus on respecting laws is linked to the status of Quebec. Loyalty is also a dimension addressed by Jagmeet Singh and Elizabeth May in reference to specific communities, including the riding. The negative counterpart of loyalty is voiced through the denunciation of deceit: Justin Trudeau’s blackface is sometimes presented in those terms, as well as the “betrayal” of the ruling parties regarding the fight against climate change. Also, results suggest that environmental issues, frequently addressed in Elizabeth May and Justin Trudeau’s discourse, are often depicted in terms of purity and degradation. The liberty/oppression dimension is barely mentioned by the leaders, except for Maxime Bernier.

Citizens use fewer words associated with moral values than politicians do, and without a clear connection to ideology. Opinions about leaders seem fairly similar in terms of moral rhetoric.

**Figure 1.** Moral values in the federal party leaders’ tweets
Analyses show that leaders heavily resort to moral rhetoric on social media beyond issues that are typically considered to be about morality such as abortion and medical assistance in dying. The results echo the words of Kreitzer et al. (2019), for whom all policies and issues are subject to a “moralization” that varies across time and space.

Looking at the moral dimension of discourse within the socio-digital environment is relevant to the study of elections because using an emotional and moral language can increase the circulation of messages on social media (Valenzuela et al., 2017); Canadians also rely more and more on online content to stay informed (Newman, 2019; Lalancette, 2018).

This project shines a light on a still uncharted aspect in Canada: the use of moral language in the discourse tied to politics. Consequently, the analyses conducted as part of this project represent a starting point. However, our analyses show that if MFT’s moral foundations prove to be relevant to describe the 2019 federal campaign, the study of moral rhetoric requires combining multiple automated and qualitative content analysis methods. This multimethod approach should be applied to the available data and those that will be added following the Digital Democracy Project.

What’s next

Moral rhetoric often elicits strong emotional reactions (Lipsitz, 2018). The emphasis on moral values in elite discourse on salient issues can contribute to the polarization of citizens’ political attitudes (Clifford et al., 2015), namely by limiting the willingness to compromise and to weigh the consequences of public policies (Ryan, 2017, 2019). However, moral and emotional arguments can also convince and rally beyond political lines (Feinberg & Willer; 2013, 2015). The strong presence of moral language witnessed during the 2019 federal election campaign thus warrants consideration. Combined with the rise of partisan differentiation, especially on the right of the Canadian political spectrum (Kevins & Soroka, 2018), it could lead to growing polarization.

1. Political players should consider the potential consequences of moral rhetoric before resorting to it in a systematic and strategic fashion. While those consequences can be positive, they can also contribute to the polarization of partisan positions, as well as to the demobilization of some citizens in the face of a political agenda perceived to be “too conflicting.”

2. The strong presence of moral rhetoric in political discourse on social media suggests that the issue should be included in media literacy courses. It would enable citizens to evaluate critically not only the reliability of political information, but also the way it is communicated.
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What we wanted to know

We wanted to know how the candidates from the five political parties with representation in the House of Commons at the time of the dissolution of the 41st Parliament used their Twitter accounts to address Indigenous issues during the federal election. The goal was to determine who was posting messages on Indigenous issues and which topics were addressed in these communications.

A second goal aimed at highlighting the characteristics associated with each candidate tackling Indigenous issues to a greater or lesser extent. The candidates’ gender and party affiliation, the nature of their riding, the communications strategies of Indigenous groups, and the influence of the party leaders’ national campaigns were all variables taken into account to explain the variation in the number and type of messages.

How we did it

- We established a list of the candidates’ Twitter accounts.
- By using “R” and the rtweet package, we retrieved, every day from September 11th to October 21st, the tweets published directly from Twitter’s API platform (total of 99,000 tweets).
- We automatically analyzed these tweets using a platform that we created.

Key terms and what they mean

- **Political parties selected**

- **Candidates**
  Individuals seeking election in one of the five selected parties and having a Twitter account at the time the election was called.

- **Frequency of tweets**
  Total number of tweets published and related to Indigenous issues.

- **Frequency of words**
  Number of times a specific word is repeated in the tweets selected for analysis.

- **Keywords**
  Words associated with a theme or central idea that characterizes a tweet. Those words are preceded by the pound sign (#) in the text of those tweets.

- **Frequency of keywords**
  Number of times a keyword is repeated in the tweets selected for analysis.

- **Theme analysis**
  Hierarchical cluster analysis of words found in the tweets selected that helps identify groups of related words, thus revealing the topics addressed through the set of tweets.

- **Popularity analysis**
  Analysis that takes into account the number of tweets republished and liked by other users.
The most popular words were “crise” (crisis) in French and “reconciliation” in English. The NDP candidates published the largest number of tweets, followed by the candidates from the Green Party and Liberal Party. The CPC and the Bloc Québécois showed little interest in Indigenous issues. Also, the number of tweets on Indigenous issues were the highest in urban ridings.

Considering our first research question, reconciliation stood out as a common topic on Twitter. Reconciliation was then divided into several sub-issues such as childcare, employment and residential schools. Access to drinking water was also a prominent topic. Finally the impact of climate change on Indigenous communities was one of the main issues of this campaign.

Considering our second research question, political affiliation represented the clearest explanatory variable. Candidates from the NDP and Green Party talked the most about Indigenous issues on Twitter. It also appears that the candidates from ridings located in or near urban centres with large Indigenous populations were more sensitive to those issues. Figure 2 shows the four ridings where the number of tweets addressing Indigenous issues were the highest as compared to the national average. Those ridings were all located in or near an urban centre.
What we found

Our research has shown that the interest given to Indigenous issues on Twitter was closely related to specific events that received coverage from mainstream media. For example, spikes on October 5th, 7th and 8th were respectively due to Jagmeet Singh’s visit in the community of Grassy Narrows, as well as the leaders’ debate in English and then in French. We also show women were more interested in Indigenous issues than men, but the topics discussed were generally the same. Finally, no candidate tackled the issue of missing and murdered Indigenous women and girls, even though the commissioners from the National Inquiry tabled their report just a few weeks before the election was called.
The candidates’ partisan affiliation was the best predictor of whether a candidate was going to address Indigenous issues and of the topics they were going to deal with. The local candidates’ communications strategies closely followed by those of the political party leaders’ national campaign.

Although Indigenous issues were at the heart of the political communication of the outgoing government, it was difficult for those topics to stand out during the 2019 election campaign. The candidates showed little interest in addressing those issues or in making them national issues of their campaign.

The lack of interest has potentially limited the amount of reflection and questioning about the future direction for the recognition of Indigenous rights and reconciliation with Indigenous peoples. In that respect, this is a missed opportunity by the candidates, and parties, to contribute to this discussion.

This project had certain methodological limitations: the candidates’ communications on Twitter only represent one type of political communication; The local campaigns are far more complex and involve in-person debates, door-to-door canvassing, and campaigns in mainstream media. This research project did not have the necessary resources to take into account all types of communications.

What’s next

1. It would be interesting to analyze how the candidates’ political communications on social media platforms like Twitter resemble or differ from other types of communications from those same candidates. Such a study would help highlight the functions and roles played by these media in all of the candidates’ communications.

2. The dominance of the national campaign is significant and had an impact on the local candidates’ independence. Political parties must offer greater independence to their candidates so they might discuss issues specific to each riding. This could improve the quality of the public.

3. Election campaigns are a great opportunity to discuss and debate core issues in Canadian society. In the years preceding this election, interest in issues facing Indigenous populations was paramount, however, these same issues were given little attention during this election. The lack of attention dedicated to these issues from the Bloc Québécois and CPC candidates is particularly disturbing. This silence should incite a reflection on our society and bring the parties, especially the Bloc Québécois and CPC, to question themselves.
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What we wanted to know

We examined online activity centered on Indigenous issues during the 2019 Canadian Federal Election. We aimed to understand the experiences of Indigenous voices online during the election and how digital democracy threats to Indigenous Data Sovereignty attempted to diminish Indigenous rights and self-determination. We also sought to identify the key issue trends of Indigenous online users in digital spaces. The study analyzed digital content posted to Twitter and identified topics of salience for Indigenous Twitter users and Indigenous candidates during the election. Our study addresses the following research questions:

- What were the most frequently used Indigenous hashtags among the general population of Twitter users during the 2019 Federal Election campaign season (August 1 to December 1, 2019)?
- What political issues were most frequently discussed by Indigenous candidates active on Twitter in the 2019 federal election?
- How were Indigenous candidates talked about on Twitter?

How we did it

- Indigenous Digital Research Methodology: drawing from principles of Indigenous Data Sovereignty (Kukutai and Taylor 2016), Digital Bundles (Wemigwans 2018), Decolonizing Methodologies (Smith 1999), and Storywork (Archibald 2008).
- Tweet collection: Collected Twitter data on two sets of accounts, Indigenous candidates and the general population, from August 1 to December 1, 2019. We identified 62 Indigenous candidates in the election, but only 45 had Twitter accounts.
- Tweet Selection: We recorded a tweet if it contained the following hashtags: #Attawapiskat #FirstWater #WaterCrisis #GreenNewDeal #StopTMX #reconciliation #MuskratFalls #indigenous #MMIW #MMIWG #UNDRIP #TMX #Transmountain #GrassyNarrows #SNCLavalin #FlintNorth #waterislife #IndigVotes #IndigVote #NativeVote #indigpoli #Unistoten #tinyhousewarriors #notransmountain #nomancamps #MétisNation #FirstNations #Metis #Inuit #IdleNoMore #FNMI #abpoli.
- We also, in a separate collection, identified Twitter posts (August–December 2019) from Indigenous candidates. For candidates, we included all original tweets, as well as retweets and replies that were made by these accounts: Total of 8961 tweets.
- Content Analysis: Tweets were coded using thematic analysis for salient electoral issues identified by Indigenous candidates as determined by frequency of political issues in post collection.
### Key terms and what they mean

**Indigenous Data Sovereignty**

“The right of an Indigenous nation to govern the collection, ownership, and application of its own data. From this perspective, Indigenous governance of data assets is about stewardship for both present and future generations” (Kukutai & Taylor 2016, pp.132).

**First Nations Water Crisis**

In Canada, many First Nations communities across the country do not have access to safe drinking water and live under boil-water advisories.

**Indigenous Electoral Politics**

Indigenous electoral politics in the Canadian context considers disparities in voter turnout and Indigenous Peoples’ decision-making processes for advancing Indigenous policy agenda items often further complicated by limited electoral infrastructure on reserve, party Indigenous platforms, and colonial power dynamics.

**Indigenous Peoples**

Indigenous communities, peoples and nations are those which, having a historical continuity with pre-invasion and pre-colonial societies that developed on their territories, consider themselves distinct from other sectors of the societies now occupying those territories or parts of them. “Indigenous Peoples” as used in this project includes Aboriginal, Inuit, and Métis communities throughout what is currently known as Canada; individual members of First Nations; and status and non-status Indians, including those living on or off reserve.

**UNDRIP**

The United Nations Declaration on the Rights of Indigenous Peoples (UNDRIP) is an international instrument adopted by the United Nations on September 13, 2007. Canada has yet to fully implement UNDRIP nationally.

### What we found

**Figure 1.** Examples of Frequency of Hashtag Use Among Twitter Users During 2019 Canadian Federal Election From August to December 2019

The study found that the general Twitter population used the following hashtags most frequently: #mmiwg, #mmiw, #fnmi, #fnpoli, #tinyhousewarriors, #notransmountain, and #grasynarrows. We hypothesized that key political discourse points from the 2015 election and campaign promises of the incumbent administration, such as eliminating drinking water advisories in Indigenous communities and implementing the United Nations Declaration on the Rights of Indigenous Peoples, would have a high posting frequency in the social media activity of online users and Indigenous candidates. As Figure 1 shows with the examples of water and reconciliation, hashtags related to these issues (such as #mmiwg, #reconciliation, #waterislife, and #indigpoli) did spike in October and leading up to the election. Other highly used hashtags were unexpected including #abpoli and #greennewdeal. We did find that some hashtags were used for two different purposes. For example, #abpoli was used to refer to Aboriginal politics as well as Alberta politics, and #greennewdeal was frequently used in discussions relating to American elections, as well as by Indigenous candidates for environmental issue advocacy.

Indigenous electoral politics discourse in the 2015 federal election was dominated by questions of Indigenous Peoples’ voter turnout and participation (Gabel et al. 2016). Hashtag campaigns such as #nativevote, #indigvote, and #indigenousvotes were created to raise awareness and increase Indigenous voter participation. The use of these hashtags continued in the 2019 election, peaking before election day for each hashtag. Figure 1 provides the example of #indigvote hashtag. But we found the 2019 election saw more diversity of Indigenous issue framing, indicating the discourse of Indigenous electoral politics is evolving beyond simply participating in Canadian electoral politics and positions of “to vote or not to vote.”
What we found

Next we investigated the political issues most frequently discussed by Indigenous candidates. Of 62 Indigenous candidates in this election, 18 did not have Twitter accounts. None of the Indigenous candidates without Twitter accounts were elected.

Of the hashtags we sampled, the top five (5) most frequently used by Indigenous candidates are (See Figure 2): #reconciliation, #indigenous, #firstnations, #undrip, and #greennewdeal. Use of hashtags evolved over time, for example, Indigenous candidates’ use of #greennewdeal, #reconciliation, and #undrip peaked near election week (See Figure 3).

Figure 2. Frequency of Identified Hashtag Use Among Indigenous Candidates During 2019 Canadian Federal Election

Figure 3. Frequency of Hashtag Use Among Indigenous Candidates During 2019 Canadian Federal Election from August to December 2019
It is also helpful to look beyond simple hashtag counts. Although water crisis hashtags were not frequently used by Indigenous candidates, content analysis found that Indigenous candidates referenced Indigenous water issues in 62 posts on Twitter from August 1 to December 1, 2019. The NDP used the First Nations water crisis as a political action point during its campaign, which was frequently referenced by Twitter users with hashtags such as #GrassyNarrows and #watercrisis (Canadian Press, 2019). This is particularly relevant given that an APTN and Environics poll during the election found that drinking water and climate change were ranked by Indigenous Peoples as their top issues, which may have linkages to the 44% of Indigenous candidates who tweeted or retweeted content on protecting the environment. This was also the first ever federal election opinion poll of Indigenous Peoples by an Indigenous news organization in Canada (Environics Research, 2019; Martens, 2019).

We also considered how Indigenous candidates were talked about by others on Twitter. Our search query for #Indigenous #elxn43 and #Metis found a newly trending Indigenous issue topic in the 2019 Federal Election. This emerging discourse included accusations of ethnic fraud perpetrated by certain candidates, who claimed Indigenous identity without any evidence to support their claims (Bascaramarty, 2019; Barrera and Deer, 2019). The tweets shown here illustrate two examples. Candidates who had their Indigenous identity claims challenged in news media and on Twitter included Celine Laquerre, Marc Serré, George Canyon, Amanda Kistindey, Jocelyn Rioux, and Kathy Laframboise.

Lastly, an important issue raised by Indigenous voices active on Twitter during the election using the #elxn43 hashtag and referencing Indigenous Peoples pertained to the common reference by non-Indigenous candidates of ownership of Indigenous Peoples. As seen in the tweet by Sarah Harney, many Indigenous People find it extremely offensive when candidates or elected officials say “Our Indigenous People” or “Canada’s Indigenous People” implying that Indigenous Nations are not sovereign but rather under the colonial patronage of the Canadian state. The saliency of this tweet for Indigenous voices online is representative given it was one of the most retweeted and liked Indigenous Twitter posts during the election.
During this election 29% of Indigenous candidates did not use Twitter to engage in electoral politics. Indigenous candidates had a high frequency of posts regarding the environment (although not always water specifically) and the UNDRIP compared to other Indigenous issue topics. Notably, among the hashtags we identified, #greennewdeal was one of those used most frequently by Indigenous candidates. This speaks to the importance of environmental issues for Indigenous Peoples and Indigenous candidates but also the way in which Indigenous candidates and their parties are influenced by American environmental politics. Additional content shared by Indigenous candidates on Twitter during the 2019 Canadian Federal Election included Missing and Murdered Indigenous Women and Reconciliation using affiliated hashtags.

In the next phase of this research, we are conducting interviews to determine the level of incivility and online abuse Indigenous Twitter users may have experienced during the election, as well as identifying particular actors. An important concern raised by the study is whether ethnic fraud by political candidates jeopardizes elections’ integrity. Some Indigenous People already perceive elections’ integrity to be compromised. This is shown by the significant debate over whether or not Indigenous People should even vote at all, a debate which can be exacerbated by allegations of fraudulent claims of Indigenous identity. High-level party remedies for these concerns may provide meaningful acts of reconciliation and help increase Indigenous voter participation.

The largest limitation to this study is that some data collection and analysis is still ongoing and so new findings will likely emerge to add more context and support to these initial findings.

### What’s next

**Policy Recommendations:**

1. Indigenous candidates may benefit from enhanced digital activity including updated social media accounts throughout elections.
2. All candidates and elected officials can improve Indigenous public relations by stopping all reference to Canadian ownership/dominion over Indigenous Peoples.
3. All parties should consider implementing policies to prevent ethnic fraud and false claims of Indigenous identity by their candidates.

**Future research:**

4. Indigenous Online Visions of the Future (what do Indigenous People see their use of the internet during elections leading towards?)
5. Assessment of digital media support and resources available to Indigenous candidates to build their digital personas during elections. Also examining Indigenous candidate digital literacy and use of digital tools for effective online engagement and outreach (e.g. hashtags, ads, etc.)
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